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Abstract. Use of near-infrared (NIR) structured illumination technique has recently received great interest in
biomedical research and clinical studies because of its ability to perform wide-field imaging and quantitatively
map changes in tissue hemodynamic properties and morphological features in a noncontact and scan-free fash-
ion. We report on the feasibility of using the same to quantitatively monitor and map changes in brain optical
properties and physiological parameters pre- and post-closed head injury in a mouse model. Five anesthetized
male mice underwent head injury by weight-drop model using a ∼50-g cylindrical metal object falling from
a height of 90 cm onto the intact scalp. During experiments, NIR structured illumination was projected on
the mouse head at two spatial frequencies and six different NIR wavelengths. A CCD camera positioned
perpendicular to the head recorded the diffuse-reflected light. Computer analysis performed off-line on the cap-
tured data reveals spatiotemporal changes in the distribution of brain tissue absorption and reduced scattering
coefficients. Using Beer’s law and Mie theory, hemodynamic (hemoglobin, oxygen saturation, and lipids) and
morphological (scattering amplitude and power) changes up to 1-h post-trauma were observed in comparison
with baseline measurements. Functional maps of different brain properties were also generated. Following
injury, we found difference in both brain hemodynamic and morphologic properties with respect to baseline
levels, where in some properties, this difference was considered statistically significant. Specifically, a t-test
indicates a substantial decrease in oxyhemoglobin (HbO2) concentration and tissue oxygen saturation (StO2)
post-injury (p < 0.01 and p < 0.001, respectively). Overall, our preliminary results demonstrate the potential
application of NIR structured illumination technique to track and spatially map changes in intact mouse
brain pathophysiological parameters following head injury. © 2013 Society of Photo-Optical Instrumentation Engineers (SPIE)
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1 Introduction
Closed head injury (CHI) is a trauma in which the brain is
injured as a result of a blow to the head or a sudden, violent
motion that causes the brain to move inside the skull. It is differ-
ent from an open head injury in which no object penetrates
through the skull. CHIs can be diffuse, meaning that they affect
cells and tissues throughout the brain; or focal, meaning that
the damage occurs in a local area. In both situations, CHIs
can range from mild to severe and are often fatal. Common
causes of CHI include blows to the head, car accidents, assault,
falls, work-related accidents, sports, and serious bicycle acci-
dents.1–3 Typically, following injury, the level of extracellular
glutamate, one of the most abundant chemical messengers in
the brain, increases dramatically, causing over-stimulation of
glutamate receptors contributing to neuronal cell damage and
death. Excessive flow of glutamate in the brain (excitotoxic)
can cause ionic imbalance and ATP depletion. Other findings
include a rise in intracranial pressure, brain herniations,
and vascular compressions. Eventually, these events cause
changes in cell morphology as well as in hemodynamics.4,5

Understanding neurophysiology during CHI can help the devel-
opment of diagnostic strategies, optimize the treatment, and
improve the therapeutic efficacy and the management of appro-
priate lifesaving care for head injuries. Conventional imaging
modalities, such as computed axial tomography (CAT),6 mag-
netic resonance imaging (MRI),7 and single-photon emission
computed tomography,8 are in common use in the evaluation
of head injury. These modalities have greatly advanced our abil-
ity to understand brain function; however, each of them suffers
from certain weaknesses. Moreover, the advanced hardware
requirement of these techniques elevates their cost and places
them beyond the reach of most bioimaging laboratories and
third world countries usage. Comparatively, optical methods
have garnered much attention in recent years, as they possess
many advantages such as being relatively inexpensive, sensitive
to several photobiological parameters, exhibiting high-spatio-
temporal resolution, low risk, they are portable, and can be
employed at the bedside for continuous monitoring, making
them suitable for versatile biomedical applications. From
a tissue optics standpoint, the physiological changes occurred
during CHI can be detected by monitoring the behavior of
tissue optical properties, which in turn can provide information
on both hemodynamic and structural properties. The motivation
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for this research is to successfully detect and spatially map these
properties.

The present work is part of a series of studies applying
projection of near-infrared (NIR) structured illumination to
study brain pathophysiology during brain injury in anesthetized
rodents.9–14 This, a relatively new large field-of-view optical
imaging modality, uses a sinusoidal grid pattern to separately
map tissue absorption (μa) and reduced light scattering (μ 0

s)
properties of turbid medium such as biological samples in a non-
contact and scan-free manner.15 This separation enables accurate
quantification of tissue’s biochemical compositions (related
to light absorption) and structural properties (related to light
scattering) and thus provides a better comprehensive under-
standing and characterization of the corresponding tissue
properties. Measurements of the changes in absorption in the
NIR spectral region and the knowledge of the molar extinction
coefficients of individual chromophores allow one to quantify
changes in tissue chromophores such as oxyhemoglobin
(HbO2), deoxyhemoglobin (Hbr), total hemoglobin concentra-
tion (THC ¼ HbO2 þ Hbr), and hemoglobin oxygen satura-
tion ½StO2 ¼ ðHbO2∕THCÞ × 100�. By contrast, once the light
absorption is separated from scattering effects, tissue structural
properties can be studied throughout scattering properties,
namely scattering amplitude (A) and power (sp). The advantages
of this imaging technique, such as being easy to implement,
relatively inexpensive (minimal number of optical elements),
and scan and contact free, make it a convenient diagnostic tool
to investigate the spatiotemporal changes in tissue properties
under physiological and pathological conditions.

The projection of periodic illumination patterns (a.k.a. spa-
tially modulated illumination) on a sample is not new in the area
of biomedical optics, and several works have been devoted to
use the same. In 1997, Neil et al. used structured illumination
as a companion to confocal microscope to obtain optically sec-
tioned images from a conventional wide-field microscope in
a simple and fast operation.16 Since this report, many works
have been published through the years, using structured illumi-
nation as a sectioning tool for different biomedical microscopy
applications.17–25 In 1998, Dögnitz and Wagni showed for the
first time the ability of spatially modulated illumination to sep-
arately obtain the optical properties from phantoms and human
skin in a noncontact manner.26 A few years later in 2005, Cuccia
et al. extended this technique and presented its capability to per-
form both diffuse optical tomography (depth sectioning) and
wide-field quantitative mapping of tissue optical properties in
the NIR region.27 In 2011, Gioux et al. showed the first in-
human study during reconstructive breast surgery in skin-flap
oxygenation imaging.28 As will be detailed in Secs. 2.3 to 2.5,
the present study differs from previous reported structured
illumination methods 9–14,27,28 in the simplicity in the way the
optical properties were obtained (using high- and low-spatial
frequencies) and in the calibration procedure. Out of these,
for the reader’s knowledge, the use of sinusoidal pattern is
also popular as a super-resolution platform,29 in machine
vision,30 and in the area of optical image processing, specifically
when three-dimensional (3-D) object surfaces measuring (pro-
filometery) is on-demand.31–36 As far as we aware, 3-D surface
measurements are used as a diagnostic tool in biology and
medicine societies in dentistry,37,38 cardiology,39 endoscopic,40

and orthopedics.41

Taking advantage of the aforementioned technique, this
article’s main focus is the application of structured illumination

to study brain hemodynamic and morphologic changes follow-
ing CHI in intact rodent heads. In addition, to the best of our
knowledge, the literature on using optical modalities and spe-
cifically optical-imaging techniques to study CHI is scant.
There is little existing literature on CHI effects on brain tissue
optical properties. Recent work using diffuse correlation and
reflectance spectroscopy during diffuse axonal injury (type of
CHI) was used in neonatal piglets (n ¼ 18) to monitor cerebral
blood flow (CBF) and hemodynamic parameters before injury
and up to 6 h after the injury.42 Recently, we quantitatively stud-
ied brain hemodynamic and morphological variations during
CHI in intact mice heads (n ¼ 16) for the first 60 min using
orthogonal diffuse NIR reflectance spectroscopy.43 Mapping
brain optical and physiological properties following CHI is
the main difference separating the present research from the
above studies. This gives us the ability to simultaneously mon-
itor different brain regions and to explore and compare those
areas in response to injury at high-spatial resolution, a merit
that is not available when a single optical fiber (point image)
is used. As far as we aware, this is the first demonstration of
implementing this technique through the intact scalp to evaluate
the pathophysiological state of the brain in response to CHI.

The rest of the work is organized as follows: Sec. 2 outlines
the essential details of our animal model, system operation,
physiological quantification analysis, and calibration procedure.
Section 3 shows experimental results and discusses issues
related to these results. Finally, Sec. 4 summarizes the work.

2 Materials and Methods

2.1 Experimental Protocol

All experiments were undertaken on adult male imprinting con-
trol region mice (n ¼ 5) approximately 10-weeks old weighing
∼40 g. After anesthetizing the animal using a solution contain-
ing a mixture of ketamine (80 mg∕kg), xylazine (20 mg∕kg),
and saline (NaCl, 0.9%), the animal was placed on a homemade
animal holder, the head was fixed, and a sponge was inserted to
support the head of the mouse. Scalp hair was gently removed
using a human-hair removing lotion. A thermocouple rectal
probe (YSI) was inserted ∼2 cm to monitor core body temper-
ature at all times during the experiment. Throughout the study,
there were no significant changes in the core body temperature
level before and after the injury. Heart rate (HR) and SpO2

(arterial oxygen saturation) were monitored continuously from
the beginning using a pulse oximeter (Nonin Medical,
Minnesota, 8650) which was attached to the forelimb. CHI
was obtained by a cylindrical metallic ∼50-g weight (pellet:
length ¼ 9.5 cm, Φ ¼ 1 cm) dropped from a 90-cm height
through a metal tube (inner diameter ∼1.3 cm) directly onto
the intact mouse scalp, producing an impact of 4500 g cm.44,45

The point of impact was between the anterior coronal suture
(bregma) and posterior coronal suture (lambda). Baseline reflec-
tance measurements were obtained prior to external induction of
injury, and then the mouse was taken out and placed under
the weight-drop device orthogonal to the point of impact.
Immediately post-injury, the mouse was placed back onto the
optical setup, and the effect of the injury was studied for
about 1 h. The animal remained anesthetized during the entire
experiment, and at the end of each experiment, if the mouse had
survived, it was euthanized by an overdose of xylazine. The
animal was disposed of according to Institutional Animal Care
and Use Committee (IACUC) regulations, which was approved
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by the Ariel University IACUC and was in compliance with the
guidelines for care and handling of laboratory animals.

2.2 Instrumentation

The schematic layout of the imaging setup is illustrated in Fig. 1
and is identical to that described in detail elsewhere.9 In short,
sinusoidal patterns illuminate the head three times at the same
spatial frequency fx (one-dimensional pattern) with a phase
difference of 120 deg,

Siðx; yÞ ¼
S0
2
½1þm cosð2πfx þ ϕiÞ�; (1)

where S0 is the illumination source intensity, (x; y) denote the
coordinate axes, m represents the modulation contrast, and ϕi is
the spatial phase (ϕ1 ¼ 0, ϕ2 ¼ 120 deg, and ϕ3 ¼ 240 deg).
Patterns, which can be programmed as simple slideshows on a
personal computer, are serially projected via modified commer-
cial multimedia projector (PLUS, U5-112, 800 × 600 pixels)
using digital light processing (DLP) that created the sinusoidal
pattern and was controlled by a personal computer (Intel
E8500). The original lens system of the projector was changed
in order to adjust the field of illumination to a size of millimeters
(instead of meters). Additionally, the color filter inside the pro-
jector was removed so that the projected patterns are actually all
in the grayscale mode. These patterns are then passed through
an automatic six-position filter wheel (Thorlabs, New Jersey,
FW102C) placed immediately at the output of the projector.
The filters were 10-nm bandpass filters centered at wavelengths
of 650, 700, 720, 800, 880, and 920 nm (Thorlabs, FB Series).
The diffusely reflected light, which encodes brain tissue optical
properties information, is imaged with an 14-bit CCD camera
(Prosilica, Stadtroda, Germany, GX1920) with a pixel size of
4.5 μm mounted normal to the brain surface interfaced to
a personal computer. The camera, equipped with an imaging
objective lens (Kowa f∕2.8, Japan), is capable of imaging up
to 40 frames per second at full 1936 ðHÞ × 1456 ðVÞ resolution
covering the wavelength region of 400 to 1000 nm. The mirror
appearing in the setup directed the projected pattern onto the

head and was aligned at a small angle of incidence to the normal
direction to avoid the detection of specular reflected light.
It is worth pointing out that, within this system, the temporal
resolution is determined by the time required to project the pat-
terns, the color wheel rotation, and the acquisition time of the
camera. In contrast, spatial resolution depends mainly on the
CCD camera, illumination spatial frequency, system noise, and
the medium optical properties.15

2.3 Imaging Sampling

The reflected image of the region-of-interest (ROI) of the intact
head was recorded on a CCD camera while projecting spatially
modulated NIR light onto the ROI. Image sets of each of the six
wavelengths were acquired over the brain surface with low- and
high-spatial frequencies of 0 mm−1 (DC) and 0.16 mm−1 (AC),
respectively. For the reader knowledge, DC, sometimes called
planner or unstructured illumination, and AC is simply struc-
tured illumination. Imaging was commenced before induction
of CHI to establish baseline chromophore concentrations and
continued during and following the experimental intervention.
Baseline images were obtained 30 min before injury induction,
and thus, each mouse served as its own control. Commonly, im-
aging was started approximately 5 min after CHI and continued
for 1 h. A completed dataset was approximately acquired every
∼3 min to study the changes in brain. Each dataset (one repeti-
tion) includes acquiring 24 consecutive images: 4 phase shifts at
each of the 6 wavelengths used. Hence, at the end of the indi-
vidual experiment, we have a total of 720 images (240 preinjury
and 480 post-injury). Image processing and data analysis on
these images were implemented off-line with software written
in MATLAB environment on an Intel E8500 processor running
at 2.7 GHz. Prior to data analysis, the collected diffuse images
were preprocessed by a two-dimensional (2-D) Gaussian low-
pass filter using the fspecial function inMATLAB to: (1) remove
spectral artifacts such as pulsations of the brain due to respira-
tion and heartbeat and arterial fluctuations, and (2) get rid of the
high-frequency noise originated from the camera during record-
ing. No other processing has been applied to the images.

2.4 Physiological Properties Quantification

In contrast to the traditional spatial frequency domain–imaging
data analysis described in Ref. 15, here we use a different
approach to quantify absorption and reduced scattering coeffi-
cients of the mouse brain. It has already been shown that at
higher spatial frequency, we are strongly sensitive to scattering
changes, whereas low-spatial frequency has most sensitivity to
changes in absorption.46 High-spatial frequency is analogue to
small source-detector separation (SDS), in which the detected
reflected light is dominated by shorter path length photons
(short depth). On the contrary, large SDS is equivalent to
low-spatial frequency, in which the detected reflected light
is dominated by longer path length photons (longer depth).
For this reason, measurements at two spatial frequencies, low
and high, can result in different sensitivities to absorption
and scattering, which in turn enable one to quantify separately
the optical properties of a sample under investigation. We there-
fore employ only two modes of spatial frequency (low and high)
in our instrument. With high-spatial frequency, the reduced
scattering coefficient at each wavelength was approximated
as follows:

Fig. 1 Schematic representation of the near-infrared (NIR) structured
illumination instrument, showing the major components and the pattern
paths.
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μ 0
sðλÞjfx>0 ∝

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðI1 − I2Þ2 þ ðI1 − I3Þ2 þ ðI2 − I3Þ2

q
; (2)

where I1, I2, and I3 represent the reflectance images with spatial
phases of 0, 120, and 240 deg, respectively, at the same spatial
frequency. A demonstration of I1, I2, and I3 projected onto the
head is shown in Fig. 2(a). By using Eq. (2), we have the ability
to map the scattering properties at each wavelength on a pixel
level. Averaging over each μ 0

s image area at each wavelength (λ),
the scattering spectra of brain tissue can be derived, and the scat-
tering power–law relationship47–49 is fit to obtain scattering
properties (A, sp) as follows:

μ 0
sðλÞ ¼ Aλ−sp. (3)

By analyzing the spectra of scattered light, information
regarding the morphology and composition of cells can be
retrieved: specifically, A is the scattering amplitude presumed
to be related to the density of the scatterers (cell membrane,
organelle membrane, cell nuclei, and other intracellular organ-
elles including the mitochondria), their distribution, and refrac-
tive index changes, and sp (wavelength exponent) is the
scattering power typically dependent on the mean size of the
tissue scattering particles and it defines spectral behavior of
the reduced scattering coefficient.50 A small value of sp corre-
sponds to larger scatterers’ size, while the higher values corre-
spond to smaller scatterers’ size. Together, A and sp reflect
changes in structural composition.

Phase shift is meaningless at low-spatial frequency (fx ¼ 0),
as shown in Fig. 2(b). Therefore, the absorption coefficient was
approximated by the following expression:

μaðλÞjfx¼0 ¼
1

3
ðI1 þ I2 þ I3Þ ≈ I1. (4)

Although low-spatial frequency is more sensitive to absorp-
tion changes, in order to reduce the influence of scattering,
Eq. (4) was modified accordingly by subtracting the scattering

μ̃aðλÞ ¼ Eq: ð4Þ − Eq: ð2Þ (5)

Note, before subtraction images were normalized and
absolute operation was made to prevent negative absorption

values. Furthermore, with measurement of absorption at each
wavelength combined with the wavelength-dependent molar
extinction coefficients ½εðλÞ�, the absolute concentration of indi-
vidual chromophores can be deduced (Beer’s law51,52)

~c ¼ ð½εðλÞ�T ½εðλÞ�Þ−1½εðλÞ�T~̃μa · ~k; (6)

where ~c is the chromophore molar concentrations vector of
length M, ~μa is the calculated absorption coefficients from
Eq. (4) of length N, ½ε� is the known molar extinction coeffi-
cients matrix for each chromophore53–55 with size N ×M,
~k is the proportionality coefficient vector of length M, and
the upper letter T represents transpose matrix. Routinely, con-
strains that are usually employed is a positive value of concen-
tration; negative values are not allowed. Since in mice the layers
are optically thin (skull ¼ 500 μm, brain ¼ 1 cm, etc.), the
provided values of both optical properties and chromophores
in this article will be consider as an average value resulting
from sampling a single volume (homogenous medium). The
above properties steps are summarized in the block diagram
shown in Fig. 3.

2.5 Calibration Strategy

A calibration procedure was utilized to: (1) reduce errors in
the measurement of optical properties as a result of the approxi-
mation made in Eqs. (2) and (4); (2) overcome nonlinearity in

(a) (b)

Fig. 2 Example of projected structured pattern at f x > 0 (a) and f x ¼ 0 (b).

Fig. 3 Flow chart describing the process of getting the physiological
parameters with two spatial frequencies.
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camera exposure time at different wavelength used; (3) other
system variability’s such as source fluctuations and DLP non-
linearity. The calibration involves the use of a tissue-like phan-
tom as a reference with known optical properties over the
wavelength range 600 to 1000 nm to determine scale factors,
KsðλÞ, KaðλÞ, as estimators for the true values of scattering
and absorption coefficients, respectively. These factors will
be used later to multiply Eqs. (2) and (4) for future validation
of unknown optical properties. After KsðλÞ and KaðλÞ were
determined, a new phantom with known optical properties
was measured, and the estimation of the same was obtained
and compared with the true values (validation process).
Correlation between the actual (reference) value of optical
property and measured (estimated) value was evaluated and
is plotted in Fig. 4 for absorption [Fig. 4(a)] and scattering
[Fig. 4(b)], respectively. As can be seen in Fig. 4, the estimated
values are in good agreement with the original values, reflected
by high correlation between the two, and demonstrate good
use of the scale factors for estimating absorption and reduced
scattering coefficients. The above calibration procedure was
performed right before and after each of the experiments to
achieve accurate measurement of the optical properties and
to determine system reliability and robustness. On the basis of

the aforementioned procedure, the absorption and scattering
coefficients in the brain were derived using the coefficients
obtained from the calibration.

2.6 Statistical Analysis

Results are given as mean� standard error of the mean.
Unpaired t-test (GraphPad Prism software) was employed to
statistically interpret changes in different parameters at baseline
and post-injury. Difference was considered to be significant
at a probability level of <0.05 (Student’s t test: *p < 0.05,
**p < 0.01, and ***p < 0.001).

3 Results and Discussion
Figure 5(a) is a typical photograph of a shaved animal head
captured on a CCD camera from a representative mouse. The
dotted-line box denotes the ROI selected by the investigators
for analysis. The location where the weight dropped is also
shown in the figure. Figures 5(b) and 5(c) show the ROI
with two spatial frequencies of 0 mm−1 (DC frequency) and
0.16 lines∕mm (AC frequency) at 650 nm, respectively. Each
image in Figs. 5(b) and 5(c) covers an area of ∼3 × 3 mm2,
which corresponds to 200 × 200 pixels, and results in spatial
resolution of 0.015 mm∕pixel. As noted in the previous section,
light scattering can provide valuable information on tissue struc-
tural properties’ changes such as density, size, and distribution
of scatterer. Hence, examination of the dynamic scattering
behavior can indirectly provide fundamental insight into micro-
structural features. With that, maps and the corresponding
pixel histogram distributions of the resulting reduced scattering
coefficient, for demonstration at 650-nm pre- and 10-min post-
CHI, were generated from the set of three images as based
on Eq. (2) and are shown in Fig. 6. The mean reduced scatter-
ing coefficient� standard error given above each image was
obtained using mean2 and std2 functions in MATLAB over
each image. The grayscale in the right side of each map
panel represents the absolute scattering value of each pixel in
the image. Higher scattering values correspond to brighter pixels
and vice versa. In the figure, an 11% reduction in scattering
10-min after CHI is recovered. With this, a dynamic time course
of the scattering within the entire ROI pre- and post-CHI is
plotted in Fig. 7, respectively. As can be seen, stability in mea-
surements over time is obtained, and scattering contrast after
injury is shown with an overall 12% reduction in scattering
accompanied by a small error deviation. Stability indicates
that there was no influence of possible artifacts during measure-
ments. The reduction in scattering may be attributed to several
cellular morphological changes, such as swelling, pyknosis,
chromatolysisetc, etc., in response to injury and subcellular
responses (organelle changes) that reduce the optical density
of the brain tissue as well as change the refractive indices
(sample inhomogenity). These results are in a good agreement
obtained by our previous report following CHI43 and ischemic
stroke.9

As mentioned in Sec. 2.4, by the knowledge of the scattering
at each wavelength, the scattering spectra can be derived over-
time as presented by the plots in Fig. 8 for three representative
time points. Not seen in the graphs are the (small) error bars of
the standard error. Fitting scattering values based on Eq. (3)
resulted in the power–law expression with the scattering ampli-
tude (A) and power (sp) as appears in each graph; the points
represent the discrete calculated reduced scattering coefficient

Fig. 4 Estimated against actual values for absorption (a) and reduced
scattering (b) coefficients during validation process in tissue phantom
experiments. The broken line is the best-fit linear regression fits to
the data (squares). High correlation was obtained with R2 ¼ 0.93
and 0.96, respectively.
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impact
site

(a)

(b) (c)

Fig. 5 (a) Wide-field reflectance image of the animal head as captured by the CCD camera. The dotted line box is the region-of-interest (ROI) selected
later by the investigators for processing. ROI (b) when f x ¼ 0 mm−1 (DC frequency) and (c) when f x ¼ 0.16 mm−1 (AC frequency) at different phase
shift. ROI size equals to ∼3 × 3 mm2 (200 × 200 pixels). In all panels, a 650-nm illumination was used for demonstration purpose.

Fig. 6 Reduced scattering coefficient map and pixel histograms of pre- (a) and (b) 10-min post- closed head injury (CHI) at 650 nm. A bar showed the
value of scattering in each map. Histograms indicate the degree of spatial variation in recovered reduced scattering coefficient. The grayscale in the
right side of each map panel represents the absolute scattering value of each pixel in the image.

Fig. 7 Time traces of the reduced scattering coefficient of brain tissue pre- (a) and post-CHI (b) at 650 nm. Dotted line represents the average. Cell
volume changes as well as changes in the distribution and structure of organelles cause changes in light scattering.
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at specific wavelengths, and the dashed line represents the
power-law fit to this data. Cleary observed the decrease in
both A and sp, which reflects the structural changes following
CHI. Because of its high values, the logarithmic value of A was
taken. To highlight the change in sp and hence the variation in
the slope during the fitting procedure, we present in Fig. 8(d) the
normalized scattering spectra of Figs. 8(a)–8(c); sp decreased by
28% and 54% in 10 and 45 min, respectively, from baseline.
That is, as we move from baseline to injury state, the scattering
slope becomes progressively flat, reflecting the increase in
particle size or the evolution of swelling of the cells and cell
organelles in the brain due to ion and water movements, mem-
brane breakdown, and capillary changes. As stated above, this
behavior demonstrates the morphologic changes that occurred in
the brain during CHI and highlights the presence of cellular
swelling within brain parenchyma.10,43,56–58

For completeness of scattering processing, we next present
qualitative image maps of both A and sp. At this point, we
have a spectral cube with dimensions of 200 × 200 × 6,
where 200 × 200 is the 2-D image pixel size and 6 stands for
the number of the wavelengths used. By scanning individual
columns of the cube and fitting the data with Eq. (3), two matri-
ces are concomitantly built: one for A and the other for sp, where
each pixel in each matrix corresponds to the calculated A and sp,

respectively. As a continuation of the previous figure, qualitative
image maps at the above same three time points are displayed
in Fig. 9. The grayscale in the right side of each map panel rep-
resents the scattering property value of each pixel in the image.
Besides each map, we display the histogram distribution of the
corresponding ROI. By converting A and sp maps into histo-
gram distributions during CHI, an additional insight of the
regional changes of the brain on a pixel level can be obtained.
As seen, sp decreases following CHI as reflected in brighter
pixels in the map, while the decreases in A are reflected in more
dark pixels. Averaging these maps reveals the following results:
(1) 10-min post-injury, the sp decrease by 35% and by 58% after
45 min from baseline and (2) there is a decrease of 38% and
63%, respectively, in A for the same time points.

Finally, Fig. 10 gives the dynamic time course of sp and A
pre- and post-CHI. We assume that the decrease in A reflects the
change in the ratio of the refractive index outside (extracellular)
to inside (intracellular) the scattering particle. This reduction in
spatial variation of refractive index causes more light to pass
through the brain and less light to be scattered, which also
explains the observed reduction in scattering coefficient
(Fig. 7). Reports of monitoring light scattering during brain
injury are limited or have not been presented before. The
above figures of scattering properties demonstrate our ability

Fig. 8 Reduced scattering spectra in preinjury (a), 10-min (b) and 45-min post-CHI (c). The points represent the calculated reduced scattering coef-
ficient at specific wavelengths, and the dashed line follows the power–law fit to this data. Standard errors are hardly shown in all these graphs because
of low-error level. Discrepancies in equations are clearly observed and represent brain structural changes. (d) Normalized reduced scattering spectra
following CHI at the above three representative time points. The change in the scattering slope potentially emphasizes the evolution of brain edema
(increased astrocytic swelling) and decrease cellularity following injury. These results were reproducible for the other four mice examined.
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to provide complete information and more insight on cerebral
tissue spatial structural variations and properties following
CHI on a pixel basis, which is a primary advantage of this tech-
nique in comparison to other optical modalities such as optical
coherence tomography59 or photo-acoustic tomography.60 In
addition, these results show a very good sensitivity of structured
illumination to detect spatial variation in reduced scattering
coefficient or alternatively morphological changes.

Optical scattering describes the probability of light being
deflected by the structural components of tissues, while optical
absorption represents the process of light attenuation by chemi-
cal components within the sample. Therefore, by calculating the
absorption coefficient at different wavelengths [Eq. (5)] and the
knowledge of the wavelength-dependent molar extinction values
of tissue chromophores enables us to obtain tissue composition
concentration via the Beer’s law [Eq. (6)]. Figure 11 demon-
strates that the resulting absorption coefficient map and its cor-
responding histogram distributions are recovered at 650 nm
pre- and 10-min post-CHI. Above the map and the histogram
is the mean absorption ± standard error obtained by calculating
the same over the image map. In addition, the averaged absorp-
tion coefficient versus wavelength over the spectral range 650 to
920 nm is given (absorption spectroscopy). Clearly observed
changes in absorption values in these two panels highlight
the changes in brain tissue composition and the abilities of
NIR structured light technique to detect and map absorption var-
iations over time. As mentioned, by mapping the absorption
coefficient at each wavelength and the knowledge of the extinc-
tion molar coefficients, a quantitative hemodynamic concen-
trations map of each chromophore can be obtained. Averaging
each individual map over time, the time traces of chromophores
before and following CHI were achieved as is shown in Fig. 12.
The effects of injury on tissue chromophore are clearly visible in
the graphs; as we progress from normal state (baseline) to injury
state, an increase in deoxyhemoglobin (Hbr) by 30% was found
and may relate to increased capillary and venous blood stases
during injury coupled with a decrease in oxyhemoglobin
(HbO2), THC, hemoglobin oxygen saturation (StO2), and lipids

from baseline measurements by 45%, 11%, 22%, and 4%,
respectively. It can be seen that after CHI, the StO2 level (usually
between 60% to 70%) dropped by more than 20% and then
starts gradually to increase toward baseline level. A drop in
StO2 indicates decreased oxygen delivery to the brain and
energy failure that can lead to permanent brain damage, neuro-
logical disorders, or even death. Similar findings on StO2 behav-
ior after injury (slow decrease) were also observed by Yodh’s
group during axonal injury in piglet brains (Ref. 42, Table 2,
p. 5411). In a different model of cerebral hypoxic-ischemic
insults in piglets reported by Ioroi et al., a similar recovery
in StO2 within a few minutes as that observed here was dem-
onstrated.61 The decrease in StO2 level we observed reflects
the acute effects of neurotrauma and the brain’s response during
the early minutes of injury. Assuming constant hematocrit
level, THC can serve as an indicator to cerebral blood volume
variations and hence to CBF; CBF is one of the most important
determinants of brain oxygen delivery. We hypothesize that
the fluctuations in CBF level may represent the well-known
mechanism of cerebral autoregulation (CAR), in which the brain
tries to maintain a constant blood flow by constantly changing
cerebral vascular resistance in response to changing arterial
blood pressure or cerebral perfusion pressure. In order to pursue
further this hypothesis, laser Doppler as well as systemic blood
pressure measurements will be used in our ongoing research.
Generally speaking, disturbed CAR can reduce the ability of
injured brain to preserve an adequate blood flow as clinically
observed in patients with mild and severe brain injuries.62–64

Because THC decreases as a result of the injury, a decrease
in local arterial blood may concurrently occur, likely due to a
combination of intracranial hemorrhage and cerebral contusion
(bruising of brain tissue). Moreover, focal injury, such as CHI,
is characterized by reduced CBF which leads to disruption of
oxygen balance (supply versus demand) and results in metabolic
changes in the injured area. Reduction in CBF is consistent
with previous data reporting the alteration in CBF following
traumatic brain injury on both human and animal models.65,66

In the model presented here, were 50 g weight dropped from

Fig. 9 Maps and pixel histograms of the scattering power (top) and amplitude (bottom) preinjury (a), (b) 10-min, and (c) 45-min post-CHI. The average
change following CHI are clearly demonstrated in comparison to the baseline (a). These qualitative image maps give an additional insight (spatial and
temporal) of the regional structural changes of the brain on a pixel resolution level.
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a height of 90 cm, bruising, torn tissues, bleeding and
other physical damage to the brain can be presented. These
global physiologic changes can result in long-term com-
plications or death as we observed during some experiments.
For this particular study, since it was out of the scope of our
study, we did not perform histological observations on the
status of hemorrhage and/or contusion in the brain; however,
no blood breakdown products were observed in the scalp
during the experiments. Future studies are warranted to
determine the status of the brain following this model of
injury. In addition to the hemodynamic changes of the above
representative mouse, measurements of the systemic physio-
logical parameters over time were monitored and showed
a decrease in both SpO2 (89.52� 2.27% → 66.41� 1.73%)
and HR (134.5� 11.32 rpm → 122.3� 2.89 rpm) which
reveals a decrease of ∼25% and ∼10%, respectively, from
the baseline. We also calculate these systematic parameters
from the entire study and found a decrease of ∼28% in SpO2

(89.43� 1.8% → 64.16� 3.7%) and decrease of ∼15% in
HR (167.07� 8.3% → 142.45� 4.1%). The lack of oxygen,

which affects the function of the cellular respiratory activity,
reflects the severity of the injury model used and probably
that the damage reached the brainstem.

These overall hemodynamic changes throughout the injury
period delineate: (1) the pathophysiologic state of the brain
in response to CHI, (2) changes in brain hemodynamics,
(3) agree reasonably well with the results available in the
literature,67–74 and (4) reflect our ability to follow brain physio-
logical properties over time during injury. In contrast to HbO2,
Hbr, THC, and StO2, tissue lipid levels did not change substan-
tially during injury within this representative mouse, ∼4% from
baseline. This result stands well with the entire study result as
can be seen in Fig. 15. In general, variation in lipid may be an
indication of the dysregulation of lipid metabolism within brain
cells.75,76 Altered lipid metabolism is believed to contribute to
secondary brain injury, which occurs after traumatic brain
injury. Nonetheless, our findings of alterations of lipid during
CHI are preliminary and will be pursued in a future work.
Unfortunately, water concentration is not presented in this
study due to the low-quantum efficiency (∼5%) of our CCD

Fig. 10 Time courses of the scattering power and amplitude in pre- (a) and post- (b) CHI. This trend in A and sp was reproducible for all mice examined.
Dotted line represents the average. Note that we decide to report the logarithm of the scattering amplitude (A), since the range of Awas quite large due
to some extreme values. In all these panels, the coefficient of variation for repeated measurements of cerebral optical scattering properties was <5%.
These results were reproducible for the other four mice investigated.
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camera around 970 nm that results in poor signal-to-noise ratio.
It is true that water is a dominant chromophore that has several
features at a few NIR wavelengths (760 and 830 nm) and can be
included during Beer-Lambert fitting; however, the extraction of
an accurate water value in those wavelengths (small values in
comparison with HbO2 and Hbr) required more advanced math-
ematics/broadband fitting techniques,77–80 which are beyond
the scope of this work. It is important to mention here the
point of water fitting: since the absorption coefficient of water
is temperature dependent, the fitting process needs to be adapted
continuously in order to account for possible temperature
effects, which complicates the fitting process. In the current
study, the information on water changes was deduced indirectly
through the sp parameter as discussed above. Our previous
research on CHI using diffuse spectroscopy reveals an average
change of 6% in water concentration following acute CHI as
a result of brain edema evolution.43 In the future, we plan to
study water variation following CHI with an adequate high-
quantum efficiency camera. In comparison to Ref. 43, a slight
difference in the behavior ofHbO2, and in THC as consequence,
was observed. Several reasons could explain these differences,
among which we can cite: first, the small measurement volume
of a single-point fiber probe used in that study can lead to spatial
variability of tissue property values. Second, a different algo-
rithm which was used here for absorption evaluation (diffuse
reflectance light is subtracted from scattering) may be a possible
explanation for the difference. Third, we acknowledge that
with imaging, a large area (injured and noninjured regions) is
sampled and therefore regional heterogeneity of brain tissue
and volume effect (sampling different layers) can highly influ-
ence the measured absorption values. Fourth, there will always
be some slight variability in the impact energy delivered from
mouse to mouse and in the physiologic response of each animal.
Fifth, with the relatively small numbers used, there might be

slight variations in experimental results. Despite these, it is
clear that simultaneous experiments with both setups (diffuse
spectroscopy and NIR structured illumination) and similar data
processing should be further investigated with greater numbers
of animals for better understanding the difference and for more
conclusive and unequivocal results.

A typical series of structured illumination chromophore
maps delineate the dynamic spatial and temporal changes
over the ROI at three representative time points, 0, 10, and
45 min following CHI, is shown in Fig. 13. For better visuali-
zation and presentation, we show the map of each chromophore
after using Savitzky-Golay differentiation filtering and normali-
zation. Low concentration values correspond to lower pixel
reflection as more dark pixels and vice versa at high concen-
tration values, as represented by the scale bar to the right of
each map. Although the absolute chromophore value of each
pixel is in an arbitrary unit, the effects of injury are clearly
visible, highlighting the trend in chromophores and our distin-
guishability following injury.

Lastly, we explore the variation in the ratio between the
scattering to absorption (μ 0

s∕μa) and in the transport albedo
coefficient (a 0 ¼ μ 0

s∕μa þ μ 0
s) as a function of wavelength

pre- and post-CHI from the above representative mouse, as
depicted in Figs. 14(a) and 14(b), respectively. From Fig. 14(a),
we can see a high ratio, ranging from 20 to 90, which confirms
the known fact that brain tissues are highly scattering media.81–84

In addition, this high ratio justifies the use of diffusion approxi-
mation (not used here) to model photon transport in brain
tissue.85–88 Linear regression was used to compare the change
in slope of the regression. As seen, when we move from baseline
to injury state, the slope decreases progressively by more than
10%, probably a reflection of cellular/vascular responses to the
injury. In all graphs, high correlation was achieved (r > 0.97)
and significance (p < 0.001) of the slope over time was

Fig. 11 Map and pixel histogram of the absorption pre- (a) and (b) 10-min post-CHI at λ ¼ 650 nm. The average value of the absorption coefficient is
given. The grayscale in the right side of each map panel represents the absolute absorption value of each pixel in the image. Below the map and
histogram is the absorption spectrum for each time point. The point represents the calculated absorption coefficient at specific wavelengths, and the
dashed line represents the spline interpolation to this data.
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found, highlighting the possibile use of the same as an additional
marker for injury status. In Fig. 14(b), the albedo graph shows
a high value (a 0 ≥ 0.97) over time. Although Fig. 14(b) repeats
in principle the results from Fig. 14(a), the stability in a 0 in
comparison with the changes observed in the ratio μ 0

s∕μa
cannot reveal changes in the optical properties but can only
indicate the characteristics of the medium under test (low
absorption and high scattering), which is important sometimes
where there is an attempt to use different light modeling
approximations.89,90

We repeated the above experiment and analysis in a series of
another four injured mice with similar body weights and type
using the same setup and model. Figure 15 summarizes the stat-
istical analysis of the average injury effect on chromophore con-
centrations and scattering properties made in the study over the
same ROI at four different time points after CHI. Compared with
preinjury values, CHI was found to have a significant impact on
HbO2 and StO2 following injury: HbO2 dropped gradually to
a very low level during the whole injury period, while StO2

increases slightly after 20 min, but then further decreases, prob-
ably because of a decrease in oxygen delivery to the brain and
a decrease in blood supply to the injured zone. Generally speak-
ing, cerebral oxygen delivery is dependent upon the cerebral
perfusion pressure and the oxygen content of blood, which is
principally determined by hemoglobin. As seen, significant
changes were also found in Hbr by 10- and 30-min post-injury.
In all other parameters, a decrease from baseline level is seen
with no statistical significance. It was somewhat surprising to
us that with this severe model, significance was not presented
in the scattering power (sp), which reflects brain cells swelling
or edema evolution. Nonetheless, a change of up to 10% in sp
from baseline over time was observed. Since cells’ swelling or
edema can occur sometimes over a period of hours or days, we
believe that monitoring over a long period of time will increase
sp significance. In all presented parameters, no return to baseline
level was observed, which emphasizes the severe condition of
the brain and its lack of ability for self-recovery over time.
It should be pointed out that CHI can create zones of damage:
a core area with severe damage and surrounded area suffers
moderate damage. Because both areas are simultaneously
imaged within our system, it may affect the obtained results.
This may be a possible explanation of the difference in behavior
between chromophores and structural changes and the fact that
tissues with different degrees of injury will have different oxy-
genation states.

As is evident from the results, the pathophysiology of brain
injury is very complicated and not fully understood. The cascade
of events that occur following brain injury involve a subtle

Fig. 12 Typical time series of brain absolute hemodynamic value pre-
(left) and following CHI (right). The average value is given above each
individual chromophore. Our ability to quantify changes in chromo-
phore concentrations over time is clearly demonstrated. In all the
above panels, the coefficient of variation for repeated measurements
of cerebral hemodynamics was <6%. Similar trend of the hemodynamic
response was observed across the other mouse experiments.

Fig. 13 Series of the spatiotemporal chromophores map distribution fol-
lowing CHI at three different representative time points. Scale is normal-
ized, and maps were filtered for better visualization. During the progress
of injury, structured illumination is able to map and follow difference in
intact brain hemodynamic over time.
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interplay between CBF, oxygen delivery and utilization, and
supply of main cerebral energy substrates (glucose) to the
injured brain. Regulation of this interplay depends on the
type of injury and may vary individually and over time.91,92

In the early phase following brain injury, a complex series of
pathologic events triggers the propagation of a secondary injury
cascade to cerebral areas initially not involved by brain injury.
These include inflammation, oxidative stress, ionic imbalance,
increases in vascular permeability, mitochondrial dysfunction,
etc.93 Considering that capillary architecture has a central role
in oxygen delivery to the cell, changes in red blood cell transit
time through capillaries could indicate hypoxia in the injured
brain, despite a normal blood volume. Supporting the injured
brain with adequate CBF and delivery of oxygen and energy
substrates, therefore, are a mainstay of therapy after brain injury.
Microvascular damage following brain injury accounts for the

inability of pericontusional tissue to increase the oxygen extrac-
tion fraction (OEF—fractional conversion of oxygen from arte-
rioles to venules) in response to the reduction of CBF induced
by hyperventilation. Brain activation and any augmentation of
energy demand are followed by an increase in CBF and OEF.94

Glucose utilization may increase dramatically after brain injury
in the absence of oxygen or CBF limitation (cerebral hypergly-
colysis). This may lead to a reduction of cerebral glucose below
the critical level and to a state of brain energy dysfunction or
crisis.95 In addition, cerebral oxidative metabolism may also be
impaired due to mitochondrial dysfunction, and thereby result
in reduction of cerebral metabolic rate of oxygen (CMRO2) in
the acute period after brain injury.

In summary, the changes we observed in this work reflect the
pathophysiologic state of the brain following CHI (damaged
blood vessels, extravasation of blood, vasospasm, increased

Fig. 14 (a) The ratio between reduced scattering coefficient to absorption coefficient in the range 650 to 920 nm at the baseline (top), 10-min (middle),
and 45-min (bottom) post-CHI, which demonstrates monotonic decrease with wavelength. A linear relationship with excellent correlation (r > 0.97)
and varying slope were obtained (confidence interval ∼7%). The fitting line is represented (broken line). As we move from baseline to injury state, the
slope decreases progressively by more than 10% for this representative mouse. (b) Transport albedo coefficient in the range 650 to 920nm at the
baseline (top), 10-min (middle), and 45-min (bottom) post-CHI. By opposition, the albedo coefficient remains about the same as we move from baseline
to injury state.
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neuronal cell death, etc.) and confirm the potential use of struc-
tured illumination as a medical tool to quantify changes in
chromophore concentrations and morphologic variations in an
intact brain over time during CHI.

4 Conclusion
Normal brain function depends on delivery of oxygen, glucose,
nutrients and on clearance of the byproducts of metabolism.
During CHI, these mechanisms are altered, leading to neuronal
damage. Specifically, following injury, reduction in CBF causes
a disruption in oxygen balance, leading to interruption of extrac-
ellular ion balance, an increase in lactate levels, a decrease in
extracellular pH, abnormal accumulation of glutamate, etc.95

Understanding the complex physiological state of the brain fol-
lowing injury would greatly help in the development of diagnos-
tic or therapeutic strategies. To this end, we hypothesize that
optical imaging-based NIR structured illumination can be uti-
lized to study cerebral hemodynamic and structural parameters’
responses to CHI challenge. In the present study, we investigate
and demonstrate the feasibility of using the same as a monitor-
ing tool for concurrently tracing and mapping brain pathophy-
siologic parameters in an intact mouse head during injury.
Following CHI, we were able to concurrently show a series
of hemodynamic and morphologic changes over time including
higher deoxyhemoglobin, reduction in oxygen saturation, cell
swelling, etc., as summarized by the data given in Fig. 15
which proves our hypothesis. The alterations in blood flow
as we observed (by tracking THC) influence secondary injury
and neurologic outcome in the brain and reflect energy demand
changes of the cerebral tissue following injury. The most signifi-
cant changes that occurred during the period of injury were
a decrease in oxyhemoglobin and tissue oxygen saturation.
Although our experiments on intact mice heads following injury
are new and in reasonable agreement with the published data,
larger studies should be done under similar conditions to con-
firm our findings and system stability. The information gained
using this technique is complimentary to that obtained from
existing conventional brain imaging techniques such as CAT
and MRI scans and will ultimately lead to a better understanding

of brain tissue physiology during normal and pathological
states. Specifically, if combined with the same, it may expand
and aid the investigation of a wide range of brain injury and
other brain disorder processes and could aggregate new knowl-
edge for brain function. The findings of this work as well as
previously reported studies conducting brain monitoring with
NIR structured illumination setup9–14 highlight the potential
of using the same as a useful diagnosis tool for several biomedi-
cal applications with the advantages of a low cost, being non-
invasive, and being a noncontact imaging modality.
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