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ABSTRACT 

In the retail sector, accurate and efficient forecasting of sales for a wide range of products is a vital part of business 

operations, especially for subsequent sales optimization. This makes extremely high demands on forecasting methods or 

models. To enable more accurate predictions, we propose an AggDeepar model. Real sales data are used to make 

predictions. Experimentally, the AggDeepar model has greater applicability and higher accuracy in sales volume time series 

forecasting. 
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1. INTRODUCTION 

In the retail sector, timely response to customer demand and control of inventory costs are vital to the retail sector. 

Inaccurate forecasting can be costly to a company’s operations, including lost sales and excess inventory due to stock-

outs1. And the cost of lost sales is much higher than the cost of excess inventory2. So, how predicting multiple products 

accurately and efficiently is, therefore, a key issue. 

Many characteristics of retail products are represented by static variables, i.e., their values do not change over time. So, it 

is necessary to construct a model that can fuse multiple time series features from different products and shops to learn from 
the global model. However, many of the methods currently studied follow the classical approach, i.e., the parameters of 

the new model need to be fitted separately for each time series without including these variables3. In addition, many of the 

machine learning models used in these studies require extensive manual tuning of parameters to accommodate the task of 

learning global models from multiple time series, this makes it difficult to generalize complex systems and to process large 

numbers of time series quickly, and the results of machine learning models are very dependent on how the inputs are pre-

processed. So, using machine learning models for retail demand forecasting is not appropriate. 

Due to the dominance of deep learning in applications such as image recognition, there has been recent interest in the field 

of time series prediction. The use of deep learning also reduces the complexity of the system and improves maintainability 

from a system perspective. Therefore, an AggDeepar model is proposed to forecast sales data for retailer demand 

forecasting. This paper develops an experiment on data from a retailer for the years 2014-2019 and experimentally 

compared with various models such as LightGBM4, ARIMA5, LSTM6, and Holt-Winters7. The results show that the 

proposed AggDeepar model has better results in forecasting the company’s sales. 

2. RESEARCH METHODOLOGY AND THEORY  

2.1 Retail supply chain 

Depending on the objective of the forecast, all demand forecasts in the retail sector depend on the degree of aggregation 

of products, locations, or periods. For the retail sector, forecasts are generated based on suppliers, distributors, retailers, 

individual product categories, and individual SKUs. While these different dimensions of forecasting share many of the 

same issues, such as seasonality and trends. However, the focus of their forecasts will differ depending on the subject of 

the forecast, they will have different objectives, and data characteristics. 

2.1.1 Supplier Level Demand Forecasting. Supplier level forecasts relate to the total sales of the entire business and the 

period for this level of forecasting can be monthly, quarterly, or annually. The supplier level is shown in Figure 1. To enable 

suppliers to plan and operate their retail business effectively at a strategic level, it is necessary to forecast demand at the 
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supplier level8. Supplier level demand data shows strong trends and seasonal variations. Unlike at the supplier level, data 

at the distributor and retailer levels involve irregular observations over time and a large number of zero values. 

 

Figure 1. Supplier level. 

2.2 DeepAR 

DeepAR is a deep neural network model which builds a single global model9. Traditional time series forecasting methods 

(ARIMA, Holt-Winters) tend to model the single time series, and it is difficult to use extra features. By comparison, 

DeepAR models can easily take additional features into account. In the retail sector, for example, if future product sales 

probability distributions are known, the optimal purchasing volume for different business objectives can be derived using 

operations optimization methods to aid decision-making. DeepAR accepts as input the past series and its covariates. Let 

𝑧𝑖,𝑡  denotes the value of the ith series at time step 𝑡, and 𝑥𝑖,𝑡 are covariates. The time point 𝑡0 is used as the division 

time, indicating the start of the forecast. The objective of the model is to obtain the joint conditional probability distribution. 

As shown in Figure 2, DeepAR predicts the probability distribution of 𝑧𝑖,𝑡  based on an autoregressive recurrent neural 

network, denoted by the likelihood function 𝑙(𝑧𝑖,𝑡|𝜃𝑖,𝑡). In turn, the parameters of the likelihood function are calculated 

𝜃𝑖,𝑡 = 𝜃(ℎ𝑖,𝑡). Network parameters are updated by maximizing natural functions. 

𝑃(𝑧𝑖,𝑡0:𝑇|𝑧𝑖,𝑡0−1, 𝑥𝑖,1:𝑇)                                  (1) 

𝐿 = − ∑ ∑ 𝑙𝑜𝑔𝑡𝑖 𝑙 (𝑧𝑖,𝑡|𝜃(ℎ𝑖,𝑡))                                (2) 

 

Figure 2. DeepAR network architecture. 
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2.3 Tweedie loss 

At the retailer level, some of the time series includes many zero values, whereas a Poisson or binomial distribution may 

underestimate the probability of a value of zero. To alleviate the problem of too many zero values in the time series, the 

Tweedie distribution10 is used as the target distribution in this paper. As shown in Table 1, 𝑝=1, Tweedie is the Poisson 

distribution, when 𝑝 =2, Tweedie is the Poisson distribution. When 1< 𝑝  <2, it becomes a composite distribution of 

Poisson and Gamma. 

Table 1. Tweedie distribution. 

Tweedie EDMs p 𝑽(𝝁) ∅ 

Normal 0 1 𝜎2 

Poisson 1 𝜇 1 

Poisson-Gamma 1<p<2 𝜇𝑝 ∅ 

Gamma 2 𝜇2 ∅ 

We use Poisson-Gamma distribution in this paper. The distribution is the sum of 𝑁 independent identically distributed 

random variables sampled from the gamma distribution, where the number of samples to be added (𝑁) is the Poisson 

distribution variable. 

𝑁~𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝜆) 

𝑋𝑛~𝐺𝑎𝑚𝑚𝑎(𝛼, 𝛽)                                      (3) 

𝑌 = ∑ 𝑋𝑛

𝑁

𝑛=1

 

3. AGGDEEPAR MODEL CONSTRUCTION 

3.1 Dataset 

In this paper, five consecutive years of sales records of a retailer are selected and aggregated at different levels to produce 

a time series of sales for each distributor and a time series of sales for the manufacturer. 

As shown in Figure 3, the sales data show a clear trend and a certain seasonal pattern, with some randomness. The sales 

data is then extracted from the distributors and averaged over a 7-day window for the demand data and rolled up. The 

smoothed data shown in Figure 4 gives a visual indication of the trend. 

 

Figure 3. Inventory sale percentage by date. 
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Figure 4. Rolling 7-day demand count by store. 

As shown in Figure 5, there are a large number of zero values in the specific SKU sales data, reflecting the intermittent 

demand for that SKU. 

 

Figure 5. Sales data for an SKU. 

3.2 AggDeepar model construction 

After analyzing the data of this enterprise, this paper proposes the AggDeepar model by taking advantage of the gradient 

advancement model and the autoregressive neural network model for the data characteristics of different levels of data and 

the special situation of the retail industry. The hierarchy is divided into two levels according to the needs of different 

retailers at different levels. The first level is the sales of individual SKUs, as well as individual distributors, and the data at 

this level shows intermittent trends similar to counting. The second hierarchy is the manufacturer’s sales, where the data 

shows a continuous trend. 

For the first level, we use an autoregressive neural network, modeled directly with a modified DeepAR, which uses a 

recursive prediction strategy in the forecasting process, i.e., samples drawn from the parametric distribution at the previous 

time step are considered as input to infer the distribution parameters at subsequent time steps. Based on the samples 

extracted from the parameterized distribution, the quantile of each time step in the prediction horizon was calculated. The 

target parameter distribution is the Tweedie distribution.  

𝑋𝑖~𝐺𝑎𝑚𝑚𝑎(𝛼, 𝛽)                                        (7) 

∑ 𝑋𝑖
𝑁
𝑖=1 ~𝐺𝑎𝑚𝑚𝑎(𝛼, 𝛽)                                      (8) 

As shown is Figure 6, for the second level, to improve the forecast values, we trained a model, which was trained using 

Poisson loss, assuming that the retail data are close to a Poisson distribution. The predictions were combined with the 

deeper model. 
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Figure 6. AggDeepar model. 

3.3 Experiment 

In this paper, we choose the RMSE as the criterion for evaluating the model. 

𝑅𝑀𝑆𝐸 = (
1

𝑛
∑ |𝑦 − 𝑦̂|2𝑛

𝑖=1 )1/2                                    (9) 

The parameters of the model are set as shown in Table 2. To further verify the application performance of the AggDeepar 
aggregation model, Holt-winter, ARIMA model, LSTM model, and DeepAR (Gaussian) were used as the comparison 

models in this paper. 

Table 2. DeepAR (Gaussian) and DeepAR (Tweedie) model parameters.  

Hyperparameter DeepAR (Gaussian) DeepAR (Tweedie) 

RNN Layers 2 4 

RNN cells per layer 40 100 

Dropout rate 0.1 0.1 

Learning rate 0.001 0.001 

Batch size 128 128 

 

Figure 7. Forecast results for two commodities. 

As shown in Table 3 and Figure 7, the AggDeepar model has improved relative to the other models, indicating that the 

combined forecasting results of the model are relatively valid and more applicable than a single model in forecasting the 

sales of the business. Traditional statistical models do not predict multiple time series very well and do not capture the 

characteristics of the time series very well. Experiments have demonstrated that traditional models can only predict a single 

time series, and difficult to operate with a large number of time series. This proves that for retail sales forecasting, the 
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traditional approach is no longer suitable and that AggDeepar, a deep learning model that learns a global model, is more 

practical. AggDeepar also fits similar products to new products based on their characteristics for the cold start problem. 

Table 3. Experimental results.  

Model RMSE 

Holt-winter 30.283 

ARIMA 19.023 

LSTM 4.324 

DeepAR (Gaussian) 2.423 

LightGBM 2.243 

AggDeepar 2.083 

4. CONCLUSION 

With the explosion of data volumes and the digital development of the enterprise, the retail industry is changing 

dramatically, which makes data-driven demand forecasting a source of decision making for companies. In this paper, the 

proposed AggDeepar model, based on sales data from one company, has significantly higher forecasting performance than 

typical time series forecasting models. In the retail industry, there are multiple similar time series across a representative 

set of units. AggDeepar goes through multiple similar time series and uses a neural network to learn related properties 

within similar time series. In the future, microdata will be integrated into more aggregate demand forecasts as more and 

more data are associated with “big data” generated from observed consumer behavior. 
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