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ABSTRACT 

Recently, the transformer-based models have been widely used in sequence-to-sequence (seq2seq) tasks, especially 

neural machine translation (NMT). In the original transformer, the layer number in encoder is equal to the layer number 

in decoder. However, the structure is more complex and task is more difficult in decoder than those in encoder, so the 

layer number should not be same. In order to verify how many layer number in encoder and decoder is properly valued, 

we improve transformer as our model and conduct four experiments on four translation tasks of IWSLT2017. The 
experimental results show that the layer number in decoder should be larger than that in encoder, which can bring better 

translation performance. 
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1. INTRODUCTION 

Since the transformer architecture was proposed by Vaswani1, it has been widely used in a variety of seq2seq tasks, such 

as text summarization2, question answering (QA)3, and NMT. In NMT tasks, its performance far exceeds those using 

RNN4-6 and CNN-based7,8 networks. Currently, there are variants of transformer architecture which improve translation 
performance to a certain extent. They mainly include: (1) analysis of macro-architecture, such as sandwich Transformer9, 

Universal transformers10 and reformer11; (2) analysis and improvement of multi-head self-attention network12; (3) 

improvement of training methods, such as autoregressive translation (AT)1 and non-autoregressive translation (NAT)13-16; 

(4) analysis of adopted structure, such as encoder2decoder1,2,17,18 and unified encoder and decoder19; (5) improvements of 

the training data, such as incorporating lexical, syntactic and semantic information into the input20-22. 

This paper analyses the macro structure of transformer, which employs the encoder2decoder structure. In the original 

transformer, encoder and decoder have the same layer number. However, the structures and tasks of encoder and decoder 

are different and thus it is unreasonable to use the same layer number. Compared with the structure of the encoder, the 

structure of the decoder is more complex. Additionally, the task of the encoder is to understand the source sequence and 

the task of the decoder is to generate the target sequence, so the task of the decoder is more difficult. Therefore, it is 

argued that more decoder layers should be used to improve the translation performance. 

The original transformer is still employed as our model. The difference is the fact that we use different layers in the 

encoder and decoder. Through four comparative experiments on four datasets of IWSLT 2017, it is found that more 

layers in the decoder than those in the encoder can produce better translation performance. 

2. TRANSFORMER 

Transformer was proposed by Vaswani in 2017 to solve NMT problem1. This architecture abandons the use of recurrence 

and convolutions, and only employs attention mechanisms. It consists of stacked encoders and decoders. 

2.1 Encoder 

The encoder is essentially a language model which is used to learn the distributed representation of source language 

sequence. Namely, the encoder’s input is a source language sequence and each token is represented as a one-hot vector, 

which is mapped to a distributed representation in the embedding layer. And then all the representations of the sequence 

tokens are entered into encoder. The encoder consists of a self-attention layer and a feed-forward layer. Its core module 

is self-attention layer, which completely abandons the learning method of RNN and CNN and only relies on the attention 

mechanism. 
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If the input is 
1 2( , , , )s mX x x x= L , where m  and | |sV

ix ¡ denote the length of source sequence and a one-hot 

representation of the ith token, where | |sV is the vocabulary size of the source language. The output of the sequence is 

1 2( , , , )mZ z z z= L , where zd

iz ¡ . First, the one-hot matrix of the source sequence is transformed to the token 

embedding matrix xm dX ¡ through embedding layer using S xV d

EW


¡ . The embedding matrix is transformed to 

three intermediate matrices-queries Q, keys K and values V through three linear transformations by 

, , x zd dQ K Vw w w ¡ , where query is the matching matrix, key is the matched matrix and value is the value matrix of 

key. The query and key matrices are mapping relation.  

Then, the mutual attention score between any pair of tokens in the source sequence is calculated and normalized to the 

attention weight, and finally multiplied by the values matrix to obtain the representation matrix of the sequence. It is 

calculated by: 
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Feedforward neural network consists of two linear transforms and one Relu nonlinear transformation. 

1 1 2 2( ) Re ( )FFN x lu x w b w b=  +  + .                                                                         (2) 

In equation (2), x represents an output feature matrix of previous layer. A short-cut connection layer and a normalization 

layer are connected behind the two sub-layers, respectively. 

2.2 Decoder 

The decoder has similar structure to the encoder. However, there are two differences. First, it uses masked self-attention 

layer instead of self-attention layer because of the AT property and adds an encoder-decoder attention layer after this 

layer. Residual and normalization operations are also performed after these three sublayers respectively. 

Masked Self-attention Layer. The structure and its computation method of this layer are similar to the corresponding 

encoder’s sub-layers. The interesting differences involve that: each token of encoder is visible and there is an attention 

relationship between the current token and all words; the current token of the decoder only focus on the generated token 

subsequence, while ignoring the future target tokens which means the attention weight between the current token and the 

future target tokens is 0. That’s what “Masked” means. The self-attention relationship is still an asymmetric square 

matrix. In order to achieve the effect of “Masked”, the position above the diagonal of the attention square is set to –inf 

because the exponential operation is required to calculate the attention using the softmax function. 

Encoder-decoder Attention Layer. This layer is also implemented in a similar way to the self-attention layer in encoder. 

The shape of attention matrix is n m  where n  and m  denote the lengths of the target and source sequences and is 

subjected to
1

1 , 1
m

ijj
i n A

=
   = . If the length of source language sequence is equal to the length of target language 

sequence, namely m n= , the matrix is an asymmetric square matrix. In addition, when computing attention scores, the 

Q matrix is obtained from the masked self-attention layer in decoder, and the ,K V matrices are obtained from the latent 

variable matrix of last layer in encoder. 

3. MODEL ARCHITECTURE 

As is shown in Figure 1, the original transformer model is revised as our model. In the original transformer model, the 

layer number in encoder is same as that in decoder, namely 6m n= = , where m  and n  denote the layer number in 

encoder and decoder, respectively. The main purposes of this model are: (1) to discriminate whether the original 

transformer model is appropriate when choosing the layer number as 6 in encoder and decoder; (2) to judge whether the 
layer number in encoder and decoder must be equal. Since the layer structure of decoder is relatively more complex, its 

generation task is more difficult and meanwhile layer number is an important hyper-parameter, so we mainly analyse the 
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impact of layer number on the translation performance. To ensure comparative experiments, all other hyper-parameters 

and training methods remain unchanged. The comparison experiments of the models include: (1) the layer number in 

encoder is same as that in decoder and varies from 1 to 12; (2) the layer number in decoder is fixed as 6 and the layer 

number in encoder varies 1 to 12; (3) the layer number in encoder is fixed as 6 and the layer number in decoder varies 

from 1 to 12; (4) the layer number in encoder is fixed as 3, and the layer number in decoder varies from 7 to 12. 

 

Figure 1. The variance of Transformer model. 

4. EXPERIMENT 

4.1 Datasets 

The IWSLT2017 dataset, consisting of the DE->NL, DE->EN, NL->EN, and EN->RO datasets, is used as experimental 

benchmark. The training set of all datasets contains about 20,000 sequence pairs, and dev2010 and test2010 are used as 
validation and test sets, respectively. Table 1 summarizes the statistics of all datasets. Four datasets are preprocessed by 

Moses, a tool for statistical machine translation. Firstly, all sequence pairs are tokenized to deal with the punctuations. 

Then, each dataset is truncated. Finally, to increase the granularity of words and learn the relationship of affixes, all the 

sequences are encoded with bytes pair encoding (BPE), which can be implemented with subword-nmt 

(https://github.com/rsennrich/subword-nmt). Additionally, a respective dictionary is learned for all preprocessed datasets, 

respectively. 

Table 1. The training and test datasets for our model. 

IWSLT2017 DE->EN DE->NL NL->EN EN->RO 

Training 206,112 213,628 237,240 220,538 

Dev2010 888 1,001 1,003 914 

Test2010 1,568 1,779 1,777 1,678 
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4.2 Setting 

For translation evaluation metric, BLEU (Bilingual Evaluation Understudy) is chosen for our tasks, which has been 

currently one of the most popular evaluation metrics for NMT. It indicates the precision between the reference and 

translation using the N-gram tokens matching. The learning rate is determined by the warm-up strategy1. When the 

model is being trained, all dropouts are set to 0.3. The dimension of the hidden state for the linear transformation in each 
encoder layer is 2,048 and model dimension is set to 512. The number of attention heads is 8. All experiments are 

conducted using Tensorflow 1.12.0 with the reference project (https://github.com/Kyubyong/transformer). All 

experiments are implemented using one NVIDIA Tesla V100 GPU with 32-GB memory. The transformer-base model is 

chosen as our baseline, which has 6 layers for the encoder and decoder, respectively. 

4.3 Results 

(1) The layer number in encoder is same as that in decoder and varies from 1 to 12. 

As is shown in Figure 2, when the layer number in encoder and decoder are equal, the translation performance curve is 

concave. Specifically, the inflection point of curve occurs when the layer number is three or four. When the layer number 

is greater than 6, the translation performance drops sharply. 

 

Figure 2. Translation performance curves with the same layer number in encoder and decoder. 

(2) The layer number in decoder is fixed as 6 and that in encoder varies from 1 to 12. 

As is shown in Figure 3, when the layer number in encoder increases from 1 to 6, the translation performance changes 

slightly. However, when it increases from 6 to 12, the translation performance drops sharply. Simultaneously, it shows 

that: (1) The layer number in encoder cannot exceed that in decoder. When the layer number in decoder is greater than 6, 

the translation performance shows a linear downward trend. (2) The translation performance peaks when the layer 

number in encoder is 3 instead of 6. 
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Figure 3. Translation performance curves with the fixed layer number in decoder and changing layer number in encoder. 

(3) The layer number in encoder is fixed as 6 and that in decoder varies from 1 to 12. 

As is shown in Figure 4, the translation performance is positively correlated with the layer number in decoder. 
Specifically, when the layer number in decoder varies from 1 to 6, the growth trend is more obvious, and when it 

increases from 6 to 12, the translation performance is improved slightly. 

 

Figure 4. Translation performance curves with the fixed layer number in encoder and changing layer number in decoder. 
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(4) More difference of the layer number in encoder and decoder. 

It can be seen from experiment 3 that fixing layer number in encoder and increasing layer number in decoder can 

improve translation performance. Therefore, we test to increase more difference of layer number in encoder and decoder 

to discriminate whether to improve the translation performance. As is shown in Figure 5, the experimental results show 

that the translation results are not actually improved. 

 

Figure 5. Translation performance curves with the fixed layer (3) in the encoder and changing layers {7, 8, 9, 10, 11, 12} in the 

encoder. 

5. CONCLUSION 

In this paper, the only difference between our proposed model and the original transformer model is the setting of layer 

number in encoder and decoder. It is proved that the layers in the decoder should be different from those in the encoder. 

Specifically, in Section 4.3, the experiment (1) shows that a bigger layer number brings worse results with the same layer 

number in encoder and decoder and when the layer number is slightly less than 6 brings a peak translation performance; 

the experiments (2) and (3) show that the layers in decoder should be more than those in encoder; the experiment (4) 

shows that the more difference of layers between encoder and decoder brings better translation performance. 

In conclusion, the results of four experiments show that: (1) when the layer number in encoder and decoder is same as 6, 

the result is not optimal but {3, 4, 5} is a better choice set; (2) due to the complex structure and difficult generation task 

of decoder, its layer number is preferably greater than that in encoder, and the larger number leads to better result. 
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