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ABSTRACT 

Aiming at the problem that frame difference method will deal with the moving target incorrectly when the target moves 

slowly or stops for some times, a novel method based on frame difference for moving object detection is proposed. 

Firstly, the algorithm confirms the number of frames used to generate background by comparing the binary frame 
difference of the current frame with the initial binary frame difference, and establishes the background model using the 

determined frame; Then the background subtraction method is utilized to detect the moving object through the 

established background. Relevant experiments show that the algorithm can better deal with the detection of slow-moving 

targets. 
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1. INTRODUCTION 

Target detection is widely used in video processing. It is the basis of video compression, coding, target behavior 
understanding, target recognition. It is one of the vital issues in computer vision. At present, the methods for target 

detection can be roughly divided into background-based and classifier-based. The detection methods based on 

background model mainly include Gaussian mixture model, inter difference, kernel density estimation, optical flow 

method and other methods1-4. This method distinguishes the target from the background by detecting the brightness 

change between two adjacent frames. Classifier based detection methods learn the differences between objectives and 

backgrounds through training samples. Such methods are commonly used, such as neural networks, decision trees, 

support vector machines, etc.5-9. Although the classifier based method has many advantages over the traditional 

background model method, it also has some defects, such as the need for a large number of label data, the need for long-

term training and so on. The principle of the difference is to regard the pixels with large differences in pixel values in the 

two adjacent frames as the foreground target. This method only needs to calculate the difference of adjacent frames to 

extract the foreground. Based on the previous analysis, this paper only studies the frame difference method. 

Up to now, many frame differences have been proposed and applied to current detection. Zhang Y, et al.  proposed a 
method to extract moving target by three frame differences10. Han X et al. proposed a method using difference and 

optical flow to detect the moving object11.  He L et al. proposed a target detection method based on subtraction12. Huang 

J et al. proposed an object detection method based on visual background extractor (ViBe) and five-frame difference13. Q. 

Zhang et al. proposed a method for target detection based on five frame difference to solve the problems of ghost and 

shadow14. However, on the case that the moving speed of the target is slow, or the target stops halfway, these algorithms 

have the problem of mistakenly treating the overlapping part of the two frames of the target as the background. 

To solve the above problems, an enhanced method for moving object detection based on frame difference is proposed in 

this paper. This method determines the number of frames that generate the initial background by comparing the binary 

frame difference of the operating frame with the initial binary difference; And establish the background model; Then we 

use the background subtraction method to extract the moving target. Relevant experiments show that the method has a 

good effect on intermittent video processing. The contributions of this article are as follows: 

(1) An adaptive method of building video background model is proposed to avoid the problem of using a fixed number 

of frames. 

(2) The minimum circumscribed rectangle is proposed to improve the effect of generating background model. 
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2. THE PROPOSED METHOD 

2.1 Frame difference 

Over the last decade, significant works including difference method which is used to detect the moving object have been 

proposed. The basic principle of the frame difference is to subtract adjacent frame, which is described as follow. 

1( , ) ( , ) ( , )k k kD x y f x y f x y−= −  (1) 

where ( , )kD x y  is the frame difference of the two adjacent frames, ( , )kf x y and 1( , )kf x y− . The binarized matrix 

kB :is obtained by equation (2), 
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where th is the threshold decided by OSTU method. If the value of a pixel is less than threshold th, the point is regarded 

as background (stationary). Otherwise, it is judged as the foreground (the moving target). 

2.2 The proposed method 

Traditional modeling methods such as three frame difference and five frame difference can not correctly discriminate the 

background and  the moving object when the moving object moves slowly or stops in the movement. Therefore, we 

proposed a moving object detection based on an enhanced frame difference method. The method consists of three 

phases: background modeling, background updating and target extraction. The whole process is shown in Figure 1. 

2.2.1 Background Modeling. This module is used to establish the initial background 
gI

without foreground. The key 

steps are as follows. 

Initialization: Set 
gI

, gN to a zero matrix with the same size as the frame, and set 2k = . 

(1) The first three frames of video 1kf − , kf , and 1kf + are input.

(2)  The frame difference kD and 1kD + are calculated respectively by using equation (1). 

(3) We use equation (2) to binarize kD and 1kD + to get kB and 1kB + , and set 
1g 0.5 .*( )k k kI B f f−= + , 

kNg B= , 

where  representatives comprehensive operation. 

(4)  Morphological operation and outlier removal operation are executed on kB and 1kB + . 

(5) The foreground in kB and 1kB + with the minimum circumscribed rectangle are masked.

(6) The intersection of 2B and 1kB + is found by using equation (3), and the number of common pixels nu in the

intersection is calculated by equation (4). 

1 2 1( , ) ( , ) ( , )k kIs x y B x y B x y+ +=  (3)

where   represents and operation.

( , )
x y

nu Is x y= (4)

(7) gN is set to
1g kN B ++ . 
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(8) The intermediate generated background gI  is calculated using equation (5): 
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Figure 1. The flowchart of the proposed method.
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(9) We judge whether the value of nu  is equal to 0, if not, go to step (10); Otherwise, get the initial background 
gI

 and 

enter the target detection module. 

(10) We input the next frame k+2, set k=k+1, and use equation (1) and (2) to get the binary frame difference. After that, 

we go to step (6). 

2.2.2 Target Detection. It includes two steps. 

(1) We use equation (6) to calculate the frame difference between the (k+1)th frame and 
gI

. 

1mt gkf I+= −             (6) 

(2) mt  is binarized by OSTU, and the result is carried out morphological processing to obtain the moving target. 

3. THE EXPERIMENT  

The experiments are carried out on sample video using matlab2019b. Figure 2 shows the case of generating the minimum 

circumscribed rectangle for the frame difference, which can better block the moving foreground. 

    
(a) 4th frame (b) 17th frame (c)  30th frame (d) 38th frame 

    

(e) 4th frame MCR (f) 17th frame MCR (g) 30th frame MCR (h)38th frame MCR 

Figure 2. Frame and its corresponding Minimum Circumscribed Rectangle (MCR). 

Figure 3 shows the change of the intersection ( , )Is x y  of the minimum circumscribed rectangles 1( , )kB x y+  and 

2 ( , )B x y of the current frame difference. When the number of frames is 40, the minimum circumscribed rectangle mask 

of the current frame and the minimum circumscribed rectangle mask of the second frame do not overlap, and the result is 

the initial background generated by the algorithm. 

    

(a) 4sI  (b) 6sI  (c)  10sI  (d) 18sI  

    

(e) 26sI  (f) 30sI  (g) 39sI  (h) 40sI  

Figure 3. Initial background generation process. Figure 3. Initial background generation process. 

Figure 3. Initial background generation process. 
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Figure 4 shows the moving foreground target obtained by using the established model and using the frame difference 

method and morphological processing. It can be seen obviously that the proposed method can detect moving people 

effectively. 

(a) 41th frame (b) 54th frame (c) 65th frame (d) 79th frame

(e) 41th frame’s target (f) 54th frame’s target (g) 65th frame’s target (h) 79th frame’s target

Figure 4. Moving target detection by using proposed method. 

4. CONCLUSION

For the moving target detection under the fixed camera, this paper proposed an enhanced frame difference method to 

solve the problem on the case that the moving object moves slowly, the target overlaps and cannot distinguish the target 

correctly. This method models the background by adaptively selecting the number of frames, and solves the problem of 

false targets that may occur in the other frame difference method such as three or five frame difference method. In 

addition, the proposed minimum circumscribed rectangle method can better solve the problem of incomplete target edges 

that may occur when the targets overlap. Relevant experiments show that this algorithm has a good effect for the 

detection of slow moving targets. Then the algorithm still has some limitations, and the next step will be to do further 

research for complex situations. 
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