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ABSTRACT 

With the continuous improvement of teaching contents and methods, the concept of students as the main body of 

teaching has been deepened. Efficient and accurate identification of students’ classroom concentration has become an 

effective means to improve classroom efficiency and is also a focus of attention in the field of education. In this paper, 

we propose a concentration recognition model based on the multimodal fusion of students’ head posture and facial 

expressions and validate and experiment on a self-built concentration database. The experimental results demonstrate 

that non-negative emotions are beneficial to concentration, and the student’s head orientation can reflect the student’s 

concentration more clearly. The multimodal fusion method performs better than the unimodal method. This will reduce 

the workload of manual data collection and effectively improve the accuracy of data collection. It also strengthens the 

home-school association and has implications for the development of educational theory and practice. 
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1. INTRODUCTION 

Attention is a generally accepted indicator of students’ classroom efficiency and learning gains1. To improve the quality 

of classroom teaching and promote students’ overall development, it is necessary to change the single assessment 

method in traditional classroom teaching and pay attention to students’ classroom concentration. However, in traditional 

teaching, there are problems such as the inability to accommodate all students, single evaluation criteria, and lagging 

feedback. Therefore, how identifying and quantify students’ learning status is an urgent problem to be solved. 

Montagnini et al.2 used students’ grades as a basis to analyze the efficiency of students’ learning and the effort they put 

in learning by analyzing their academic performance. Chen et al.3 concluded that the persistence of female students’ 
classroom attention was higher than that of male students by observation method. However, these methods have 

disadvantages such as high subjectivity, high labor cost, and inability to be replicated on a large scale. 

In terms of studying the link between physiological signals and classroom concentration, Zhang et al.4 used a wearable 

device to read a series of physiological signals including the visual focus of students and analyzed their classroom 

attention. Other researchers have analyzed students’ classroom attention changes, their patterns, and related influences 

through eye-tracking5. However, such methods rely on high-cost data collection equipment and are based on a single 

judgment. 

In this paper, we combine computer vision technology with the field of education and propose a multimodal approach to 

determine the concentration level of students’ classroom attention. The method collects real classroom data through a 

camera, recognizes and analyzes students’ head posture and facial expressions respectively, and then fuses the two 

behavioral patterns to determine students’ concentration level. We established a database of students’ classroom 
concentration to quantify, analyse, and visually present classroom concentration. On the one hand, the automatic 

collection of classroom data reduces human and material resources. On the other hand, we integrated multimodal 

information, conducted an exploration of the connection between classroom performance and classroom attention, and 

verified the validity of the findings on the self-built student classroom concentration database. 
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2. MATERIALS AND METHODS 

2.1 Database 

We built a student classroom concentration database by considering the meaning behind students’ behavior from their 

real learning status. The source data were obtained from a real classroom in a domestic university and an online 

classroom during the epidemic. 

For the offline classroom, the recording period was three months, with 48 sessions of 45 minutes each. Two cameras 

(Sony alpha 7 III) were used for source data collection, one at the instructor’s podium and the other in the left front 

corner of the classroom. The camera resolution was 1440 × 1080 and the frame rate was 25 fps. For the online 

classroom, 40 college student volunteers, 16 female, and 24 male were recruited for this study. The volunteers used the 

webcam on their computers to make video recordings. Each recording should last no less than 10 minutes. 

After data collection and screening, 11,782 valid images with clear images and little noise were selected from them for 

manual concentration labeling. According to the Likert scale, this paper divided students’ classroom concentration into 
five levels, and each level was divided into 5 points. Through multiple labeling, the plural was taken as the concentration 

level and the mean as the concentration score. A total of thirty people performed the data marking. If the difference in 

labels was too large, it was handed over to a teacher experienced in teaching to make a decision. 

2.2 Overview 

Xu et al.6 concluded that in the case of severe head deflection, the attention of the experimenter was significantly 

reduced. Meanwhile, a study proved that emotions play an important role in the cognition of individuals7. Therefore, in 

this paper, head posture and facial expressions are used as evaluation indicators, and two behavioral patterns are 

combined to implement a multimodal concentration recognition and analysis system. 

The system is mainly divided into a head posture module, facial expression recognition module, and concentration 

calculation module. The system first captures classroom video through a camera and crops the target object. The target 

video is recognized frame by frame for head posture and the concentration of the target student is predicted by regression 
analysis. If the score is lower than the threshold, it is judged as not focused. If the score is higher than the threshold, it 

enters the expression module and performs expression recognition and concentration judgment on the target face. 

Combining the two, the final concentration level of the student is output. 

The workflow is shown in Figure 1. 

 

Figure 1. Concentration model workflow. 

2.3 Euler angles for head posture 

In this study, a model-based approach is used to estimate the user’s head pose based on the geometric relationships or 

feature points of the object. For head rotation, the Euler angles are used to represent the motion of the object, which are 

pitch, roll, and yaw angles. The basic idea is to rotate the standard head model to a certain angle until the 3D feature 

points on the 2D projected image synthesized by the standard model coincide with the feature points on the real image. 
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To accommodate multi-scale faces in the classroom, SSH8 is used as the algorithm for the face detection module in this 

paper. The detected face feature maps are then passed to the face feature point capture module as parameters. We use the 

ERT9 algorithm to capture 68 feature points of the face for determining the target motion. The method regresses the face 

shape from the current shape to the true shape step by step by building GBDT. 

In this module, there are three coordinate systems. They are the world coordinate system, the camera coordinate system, 
and the image coordinate system. The face feature points of the real face are located in the image coordinate system, and 

the feature points of the standard model of the face are located in the world coordinate system. When the rotation 

translation vector of the object is obtained, the points in the world coordinates can be converted to the points in the 

camera coordinates. The points in the camera coordinates are then converted to the image coordinate system using DLT 

by the inherent parameters of the camera, such as focal length and optical center. 

The basic principle is shown in Figure 2. 

 

Figure 2. Fundamentals. 

The resulting example of a student’s head posture is shown in Figure 3. 

 

Figure 3. An example of head posture. 

2.4 Facial expression recognition 

Psychologists have classified human expressions into seven categories through cross-cultural studies. They are anger, 

fear, disgust, happiness, sadness, surprise, and neural. The module will first preprocess the detected face images for size, 

grayscale normalization, and image segmentation. Next, Resnet1810 is used to complete the recognition and classification 
of the seven expressions. A dropout11 strategy is added before the fully connected layer to increase the model robustness. 

We remove multiple fully connected layers in traditional Resnet18 and classify directly after one fully connected layer 

and obtain the confidence level of the seven emotions of the target object. 

A final example of the emotions obtained in Figure 4. 
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Figure 4. An emotional example. 

2.5 Attention prediction 

To avoid multicollinearity, this study uses Ridge regression12 to model and predict students’ classroom attention with 

three angles of head pose and seven emotional confidences as input features. In this paper, the fusion is based on the 

multimodal information score layer. Identify the characteristics of each modal of the student’s classroom and perform 

regression, and then perform the final fusion of the scores obtained from the characteristics of each modal to obtain the 

final result. 

3. RESULTS AND DISCUSSION 

3.1 Univariate correlation analysis 

We define 10 factors as independent variables. They are pitch yaw angle, fear, disgust, happiness, sadness, surprise and 

neural. We use the following formula to measure the linear correlation r between a single independent variable and 

attention. 

r =
1

𝑛−1
∑ (

𝑋𝑖−𝑋̅

𝑆𝑋
)(

𝑌𝑖−𝑌̅

𝑆𝑌
)𝑛

𝑖=1                                              (1) 

where n is the sample size, and X and Y are the sample mean values, respectively. SX and SY are the sample standard 

deviations, respectively. The larger the absolute value of r, the stronger the correlation. 

After removing the invalid data that cannot be recognized by the face, the correlation coefficient between each 

independent variable and the degree of attention is shown in Table 1. 

Table 1. The correlation coefficient. 

Emotion Correlation coefficient 

Anger -0.0565 

Disgust -0.1068 

Fear -0.0319 

Happiness 0.0576 

Neural 0.1424 

Sadness -0.0404 

Surprise -0.0148 

Pitch 0.3102 

Yaw 0.1139 

Roll 0.2129 
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The data shows that the correlation between head posture and concentration is significantly higher than that of emotion. 

It can be inferred that the head orientation can better reflect the concentration of students in the classroom. The 

relationship between emotion and concentration is very weak. The yaw angle has a very weak correlation with 

concentration, the roll angle has a weak correlation, and the pitch angle has a moderate correlation. The pitch angle is 

most strongly correlated with concentration. It can be concluded that the situation of students bowing their heads and 

raising their heads is an important criterion for judging their attention. 

Among the seven emotions, happy emotions and calm emotions in non-negative emotions were significantly positively 

correlated with students’ concentration. Anger, depression, fear, sadness, and surprise in negative emotions were 

significantly negatively correlated with students’ concentration. Therefore, improving students’ emotional experience of 

learning is an effective way to improve classroom attention. 

3.2 Model performance comparison  

To verify the accuracy and applicability of the regression equation, this study conducted experiments on the data of 

several volunteers selected from a self-built database. The results are shown in Table 2. The three model structures are a 

separate head pose prediction model, a separate facial expression prediction model, and a multimodal prediction model. 

The root means square error is used as the evaluation index of the model. 

As can be seen from the table, the basic performance of HPR is better than that of FER, and the performance of CR is the 

best. From this, it can also be inferred that head posture accounts for a larger proportion of the factors affecting students’ 
concentration. Especially for volunteers 12 and 15, the FER performance dropped sharply. Tracing the original data, the 

confidence levels of the volunteer’s seven emotions were similar, which led to the abnormal situation. The root means 

square error of different experimenters varies greatly, which proves that students have independent habitual movements 

and postures, and individual differences are obvious13. In conclusion, the multimodal attention recognition model has 

better performance and robustness than a single modality. 

Table 2. A slightly more complex table with a narrow caption.  

Volunteer number Head posture model (HPR) Facial expression model (FER) Combined model (CR) 

1 3.176 2.696 2.843 

2 1.213 1.216 1.180 

3 1.312 1.299 1.288 

4 1.483 1.806 1.515 

5 2.768 2.600 2.581 

6 1.020 2.640 1.078 

7 1.018 2.125 2.437 

8 2.610 2.607 2.538 

9 6.190 8.651 5.828 

10 0.393 0.385 0.333 

11 1.931 2.135 1.844 

12 2.240 5.629 2.051 

13 3.431 4.199 3.318 

14 1.714 2.773 1.250 

15 1.667 12.136 1.500 

16 1.865 1.767 1.538 
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4. CONCLUSION 

This study constructs a database of students’ classroom concentration, proposes a simple and convenient attention 

identification method, and explores the relationship between students’ classroom performance and attention. The method 

obtains features based on the head pose and facial expression and combines the two modalities for ridge regression 

modeling. The verification and experiments are carried out on the self-built database, and the experimental results are 

analyzed and demonstrated. It solves the problem that teachers cannot take care of students in traditional classrooms and 

helps students understand their learning status. It also reduces labor costs for classroom data collection. To sum up, it has 

theoretical and practical significance for promoting the development of education. 
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