
Improvements in speckle tracking
algorithms for vibrational analysis using
optical coherence tomography

Prashanth Raghavendra Prasad
Shanti Bhattacharya



Improvements in speckle tracking algorithms for
vibrational analysis using optical coherence tomography

Prashanth Raghavendra Prasad and Shanti Bhattacharya
Indian Institute of Technology Madras, Department of Electrical Engineering, Chennai, India

Abstract. We report on improvements in speckle tracking algorithms for analyzing subsurface vibrations using an
optical coherence tomography system. Our technique uses axial deconvolution and linear interpolation of depth
scans before using cross-correlation-based speckle tracking. We applied this method on M-mode images of a test
sample and on wrist pulses to perform depth-resolved measurements of displacement, velocity, and frequencies of
vibrations. Speckle pattern displacements and features spanning 0.5 pixels were tracked clearly. Extension of
this technique to two dimensions can provide improved performance in the field of optical coherence elastography.
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1 Introduction
Detection and analysis of motion in biological tissues is of great
importance in the fields of medicine and developmental biology.
A considerable amount of research effort has been applied in
probing and analyzing vibration patterns in organs like the vocal
tract, inner ear, heart tubes, etc.1–3 The bio-elastic properties of
skin have been studied by analyzing its response to externally
applied vibrations.4 Optical coherence tomography (OCT), with
its noncontact and noninvasive depth resolved imaging capabil-
ities has emerged as a powerful technique for imaging biological
tissues.5,6 It offers micrometer resolution and depth of penetra-
tion of 2 to 3 mm in scattering samples. It has been used pre-
viously to image and analyze subsurface motion and vibrations
in biological tissues. Schmitt demonstrated the use of OCT for
measuring elastic properties of tissues, giving birth to optical
coherence elastography (OCE) in 1998.7 That work involved
tracking of movements of specific tissue portions between
images, using speckle tracking. More recently, many researchers
have used OCT to analyze subsurface vibrations in samples8,9 by
tracking displacements of sample segments between successive
depth scans acquired at a fixed position on the sample surface
(also called M-mode scan). In OCT, displacement of sample
segments can be measured using either speckle tracking or phase
tracking methods. Speckle tracking involves finding the dis-
placement vector of a group of image pixels forming a pattern.
Variants of this method include peak tracking, edge tracking
and cross-correlation-based tracking. Phase tracking involves
detecting the shift in phase at desired locations between succes-
sive OCT scans. The displacement vector can subsequently be
found by dividing the phase shift by the wave propagation con-
stant for the sample medium. A variant of the phase tracking
method, called Doppler OCT measures the frequency shift due
to the motion of sample segments. The phase tracking algo-
rithm10,11 is capable of detecting nanometer scale sample dis-
placements and velocities, with high dynamic range. However,

it has the drawback of phase aliasing.12 In human vocal cords,
small scale displacements have amplitudes of few hundreds of
micrometers and peak velocities exceeding one metre/second.13

Phase tracking cannot detect such high velocity vibrations using
most of the commercially available OCT systems except pos-
sibly the latest high speed megahertz line scan rate OCT, involv-
ing expensive data acquisition and signal processing hardware.14

Also in cases where the image signal to noise ratio (SNR) is low,
traditional phase resolved tracking methods underestimate the
displacement, leading to tracking errors. Kennedy et al.15 have
overcome this drawback by using joint spectral-time domain
OCE technique, which also uses phase information for tracking
displacements.

Speckle tracking is an alternative method for tracking large
displacements, but with reduced accuracy. Several research
groups have attempted to improve the accuracy of speckle
tracking methods using OCT. Speckle tracking based on veloc-
ity estimation was proposed in 200216,17 to track motion along
one dimension. This method used maximum likelihood solution
methods to predict speckle velocity at subpixel resolutions.
Kirkpatrick et al. extended this method to two dimensions in
their work.18 While it was claimed that the method could mea-
sure displacements as low as 0.1 pixels, it was also shown that
the method performed optimally up to speckle motions of
0.8 pixels∕record, beyond which cross-correlation methods pro-
vide better performance. To overcome this disadvantage, the
authors proposed the use of a variant of phase tracking method,
called tissue Doppler optical coherence elastography (tDOCE)
for tracking larger displacements.

In this article, we demonstrate improvements in cross-corre-
lation-based speckle tracking method for tracking vibrations in a
sample at subpixel resolution. Our objective was to extend the
capability of cross correlation based speckle tracking to detect
subpixel movements without sacrificing accuracy at larger
multipixel displacements. Specifically, we have used deconvo-
lution and interpolation processes prior to performing cross-
correlation for determining speckle movements in M-mode
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OCT images. Deconvolution methods have previously been
used in OCT to improve axial resolution by making use of
the coherence function of the broadband source.19,20 Image
interpolation methods have featured previously in ultrasound
imaging for enhancing the accuracy of motion tracking.21 We
report the results of tracking displacements in the vibrations
of wrist pulse. Using the combination of deconvolution and
interpolation we have achieved tracking resolutions of about
0.5 pixel when the sample region has a total displacement
over twenty pixels.

2 Methods

2.1 Speckle Tracking in One Dimension

Consider a sample section sðz; tÞ lying under the probing system
as shown in Fig. 1. The structure of the sample section varies
with depth and time, since the sample is under oscillation. A
small subsection rðzÞ of sðz; tÞ, lying at a depth and z0 oscil-
lating with an amplitude Ap is considered for analysis. It is
assumed that the structure and reflectivity profile of rðzÞ do not
change with time, due to its small size. In Fig. 1, pðtÞ denotes
the time dependent position of the subsection.

The M-mode scan of the sample section S, taken at any time
instant t can be expressed as the convolution:

Iðz; tÞ ¼ expð−γzÞ
Z

sðz 0; tÞcðz − z 0Þdz 0 (1)

¼ ½cðzÞ � sðz; tÞ� expð−γzÞ: (2)

Here cðzÞ is the axial coherence function of the OCT system.
The exponential factor, containing the mean scattering co-effi-
cient (γ), accounts for the depth dependent attenuation of light
intensity in the image.7 Since the sample feature rðzÞ vibrates at
a mean depth of z0, with an amplitude Ap, the reference position
is taken to be z0. Further, the exponential decay of intensity is
ignored over small thickness of rðzÞ. At time instant t1, the seg-
ment profile is given by Iz0ðz; t1Þ.

Iz0ðz; t1Þ ¼ cðzÞ � rðzÞ ¼ I1ðzÞðsayÞ: (3)

At another instant t2, the segment would have moved some dis-
tance δz along the depth axis, giving the profile Iz0ðz; t2Þ. Under
the assumption that the depth profile of rðzÞ remains the same
between time instants t1 and t2, we may use the property of shift
invariance to express Iz0ðz; t2Þ in terms of I1ðzÞ as

Iz0ðz; t2Þ ¼ cðzÞ � rðz − ΔzÞ (4)

¼ I1ðz − ΔzÞ ¼ I2ðzÞðsayÞ: (5)

Here, δð•Þ is the shift operator. Next, the cross correlation
between I1ðzÞ and I2ðzÞ is computed.

Cz0ðzÞ ¼
Z

l

−l
I1ðuÞI2ðu − zÞdu

¼
Z

l

−l
I1ðuÞI1ðu − z − ΔzÞdu: (6)

Here, l ¼ Ap∕2 defines the limits of integration. The differential
displacement can be extracted as

Δz ¼ arg max
z

½Cz0ðzÞ�: (7)

The argmaxð•Þ operator indicates the value of the argument z,
for whichCz0ðzÞ is maximum. If pðt0Þ ¼ z0 is taken as the refer-
ence position, then, the position of the subsection rðzÞ at any
time instant ti may be computed by adding the differential dis-
placements taken at time t as

pðtiÞ ¼
Z

ti

0

ΔzðtÞdt; (8)

where dt is the differential time between two depth scans. The
velocity may be computed by taking the time differential of
pðtÞ. That is,

vðtÞ ¼ dpðtÞ
dt

: (9)

Thus, the displacement and velocity profiles of vibrations under
the sample surface may be determined.

The mathematical analysis described so far assumes that the
depth scans are continuous functions of depth axis z. Also, it
was assumed that the time interval between two depth scans was
small. In practice, the M-mode image is discrete along both
depth and time axes, due to the finite number of pixel elements
in the detector and finite time interval between two successive
depth scans. Discretization along the axial direction limits the
minimum displacement of the sample subsection that can be mea-
sured to the axial distance spanned by one pixel in the M-mode
scan. The next section describes the use of deconvolution and
interpolation methods to allow tracking of subpixel motion.

2.2 Axial Deconvolution and Linear Interpolation

A two-step procedure is employed for improving the tracking
accuracy of the cross-correlation-based speckle tracking
method. First, the sharpness of image features (or equivalently
the axial resolution) is improved by deconvolving the depth
scans using the coherence function of the system. The axial res-
olution of OCT images is determined by the coherence proper-
ties of the broadband source used for illuminating the
interferometer. Most commonly, the coherence length (lc) of the
source is used as the axial resolution of the image. The Lucy-
Richardson algorithm was used for deconvolving the depth
scans of M-mode images. The algorithm has the expression:22

ekþ1ðzÞ ¼ ekðzÞ
�
hð−zÞ � gðzÞ

hðzÞ � ekðzÞ
�
: (10)Fig. 1 Illustration showing the movement of the sample feature rðzÞ

under the sample surface.
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Here ek is the k’th iteration of the deconvolved axial scan, gðzÞ is
the original axial scan, and hðzÞ is the point spread function,
which is the coherence function of the broadband source in
this case.

Following this, linear interpolation was performed on depth
scan segments for enabling smoother cross-correlation. It is
assumed that the velocity of the sample section rðzÞ is constant
over the short sampling interval T because of which the position
of rðzÞ varies linearly within the sampling interval. Thus, linear
interpolation may be used to estimate the position of the sample
section between the sampling interval. If xðnÞ is a depth scan in
the M-mode image, the interpolated value yðkÞ between the i’th
and iþ 1’th pixels is

yðkÞ ¼ xðiÞ þ ½xðiþ 1Þ − xðiÞ�ðk − iÞ i < k < iþ 1:

(11)

In theory, tracking precision can be improved arbitrarily by
having large number of interpolant points between two base
intensity points in xðnÞ. However, ambient noise in the image
sets an upper limit to the tracking accuracy. One possible cri-
terion is to ensure that the difference between successive inter-
polant points be greater than the noise variance in the image
region. That is, if σn is the noise variance in the image region,
then

yðkþ 1Þ − yðkÞ > σn: (12)

Figure 2 illustrates the effect of interpolation of depth scans
in the segments. A sample feature moves through a distance less
than a pixel between time instants t1 and t2, which is the time
interval between successive depth scans (T). Before interpola-
tion [Fig. 2(b)] the subpixel movement cannot be resolved since
the minimum displacement that can be detected is one pixel.
Under the assumption that the velocity of motion of the sample

feature is constant within the depth scan interval T, it is possible
to estimate intensity values between two pixels using linear
interpolation, as shown in Fig. 2(c). Now, the subpixel move-
ment is represented by several points, enabling the cross corre-
lation method to track the same. In Fig. 2(c), four intensity
values are estimated between two successive pixels. In the
experiments, 10 points were estimated between two pixels to
improve tracking accuracy.

3 Results
A spectral domain OCT system (Fig. 3) with a center wave-
length of 1565 nm and a bandwidth of 74 nm was used in
our experiments, giving an axial resolution of 16.5 μm in air.
In the sample arm of the Michelson interferometer, a 10 mm
focal length lens was used to focus a collimated beam of
0.9 mm diameter, providing a beam spot of 22 μm diameter,
which is the lateral resolution of the system. An indium gallium
arsenide (InGaAs)-based spectrometer having a 512 pixel line
camera was used at the detector arm. The line scan rate was
set to 200 Hz for acquisition of M-mode images. The system
sensitivity was estimated to be about 88 dB using the procedure
described in Ref. 23. It should be noted that the relatively low
sensitivity obtained was a result of the spectrometer used to cap-
ture the interference spectra, and is not indicative of the ability
of the algorithm. The spectrometer was a USB-based developer
module, with an uncooled detector. However, its sensitivity was
high enough to achieve reliable performance of the tracking
algorithm, as seen in the results. The maximum imaging depth
was computed to be about 3.68 mm and the 6 dB SNR drop-off
distance was estimated to be about 3.25 mm.

A custom built test sample consisting of static and vibrating
structures was used to test the vibrational analysis method dis-
cussed in the previous section. Image processing was carried out
using MATLAB (MathWorks) software.

3.1 Validation of Speckle Tracking Method Using a
Test Sample

Ten layers of pressure sensitive adhesive tape were adhered one
over another to form a stack. A CD-pickup head with a gold-
coated reflector attached to its front end was held in position
behind the tape stack. This vibrating structure along with the
static layers was used as a test sample. The pickup head could
be vibrated by applying electrical excitation. The sample beam
of the OCT system was incident on the tape stack as shown in
Fig. 4. In this arrangement, the tape stack formed a static reflect-
ing structure and the gold-coated reflector on the pickup head

Fig. 2 Illustration showing the interpolation process. (a) Depth scans
taken at different time instants. (b) Measured depth before interpolation.
(c) Measured depth after interpolation. The curve in (b) and (c) shows
the actual movement of the sample. The longer horizontal lines (red in
online version) indicate the measured values before interpolation and
the short horizontal lines (green in online version) show the interpolated
values.

Fig. 3 Block diagram of the spectral domain OCT system used for
experiments.
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formed the vibrating structure. The mirror (gold-coated reflec-
tor) can be considered to be an extremely thin reflector so that its
intensity profile can be represented by the impulse function δðzÞ.
In that case, according to Eq. (3), the intensity profile of the
mirror in the depth scan is nothing but the coherence function
of the broadband source itself. In general, the coherence func-
tion decays gradually around its central peak and hence occupies
more than one pixel in the depth scan. This allows one to track
the displacements of the mirror using cross-correlation. The
characterization of the pickup head had been carried out ear-
lier,24 using a Michelson interferometer with a low coherence
source. The characterization method is explained briefly here

for the sake of continuity. One of the reflectors of the interfer-
ometer was replaced with a mirror attached to the the pickup
head to be characterized. The path length difference between
the arms could therefore, be varied by actuating the pickup
head. The output of the interferometer was captured on a photo-
detector (PD) and viewed on an oscilloscope. The coherence
length of the source was calculated using the spectral width
of the source obtained from optical spectrum analyzer measure-
ments. Since the source used was a low coherence one, fringes
were observed only when the path length was less than the
coherence length of the source, as seen in Fig. 5(a). The initial
calibration consisted of estimating the mirror velocity for driv-
ing signals of different amplitudes and frequencies. In each case,
the time taken by the mirror to traverse the coherence length was
obtained from the oscilloscope trace. The second step was to use
the calculated values of velocity to estimate the distance trav-
elled by the mirror for a Δt corresponding to the time interval
between two peaks of the coherence envelopes as seen in
Fig. 5(b). The number of coherence envelopes seen will vary
depending on the frequency of the mirror. The calibration was
completed by calculated the displacement of the pick-up to driv-
ing signals of different frequencies but the same peak voltage
and driving signals of different peak voltages but the same fre-
quency. This is shown in Fig. 5(c) and 5(d), respectively. Based
on the calibration, it was decided to operate the pick-up at a low
peak voltage of 30 mV and at frequencies below 19 Hz. The
former was done as the pick-up was meant to create only small
displacements and the latter was chosen so as to avoid the res-
onance frequency.

Fig. 4 Test sample structure for validation of the displacement tracking
algorithm.

Fig. 5 Characterization of the CD-pickup head. (a) Output of a Michelson Interferometer with a low coherence input source. The ratio of the coherence
length to the time difference between the points where the amplitude of the interference envelope falls to 1∕e of the peak value is taken as the velocity
of the mirror. This measurement was repeated a number of times and the average value was used as the mirror velocity. Note that the PD responds to the
intensity of the incident light beam, but this figure plots the amplitude of the voltage response of the PD with respect to time. (b) The velocity of the
mirror attached to the pick-up head depends on the amplitude and frequency of the voltage applied to it. In turn, the number of low coherence
envelopes seen in a certain time interval will depend on the velocity of the mirror. If the velocity of the mirror is known, the distance traversed
by the mirror in an interval Δt, i.e., its displacement can be calculated. (c) The displacement of the mirror was found to increase linearly with increase
in applied voltage at a frequency of 15 Hz. This behavior was true as long as the voltage did not exceed 2 V. The markers indicate values obtained from
measurements and the straight line is the linear fit to these points. (d) A maximum voltage of 1.5 V was applied to the mirror and its behavior at different
frequencies was observed. The resonance frequency of the mirror was found to occur close to 19 Hz.
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Figure 6 shows the vibrational analysis for the M-mode scan
of the test sample shown in Fig. 4. The displacement tracking
algorithm was applied on two segments of the M-mode scan,
marked as regions 1 and 2.

Both segments span 21 pixels in depth, so that the peak
to peak displacement of the vibrating mirror is covered. In
Fig. 6(b), segment 1 (continuous) shows zero displacement
throughout the time span since the tape layers are stationary.
Based on the CD-pickup head characterization, the peak-to-peak
displacement was estimated to be about 214 μm. The excitation
was a combination of two frequencies (14.5 Hz-320 mV and
17 Hz-196 mV). In Fig. 6(b), the peak-peak displacement of
segment 2 between 208 and 220 μm, giving an error of less
than half a pixel from the mean estimated value. The velocity
variation is also a combination of sinusoids since the differential
of sinusoid displacement is a phase shifted and scaled sinusoid,
and in this case, has a peak value of about 10 mm∕s. The fre-
quency components of the vibration shown in Fig. 6(d), mea-
sured to be 14.6 and 17 Hz, match closely with the applied
frequencies of 14.5 and 17 Hz.

In another experiment, the pickup head was excited with a
single sinusoidal frequency of 14.5 Hz of 30 mV amplitude.
The displacement curves are shown in Fig. 7.

Based on the characterization of the pickup head, the
displacement amplitude was estimated to be about 3.5 μm.
The measured waveform is a sinusoid with amplitudes varying
from 3.8 to 4.6 μm. In free space, each pixel of the image spans
16.5 μm. Since the measured amplitude of the mirror is around
4.2 μm with a deviation of about 0.8 μm, we estimate conserva-
tively that the minimum tracking accuracy of our method to be at
least 0.5 pixels (8.25 μm in free space).

3.2 Subsurface Analysis of Wrist Pulse Oscillations

Once validated using the test sample structure, the displacement
tracking method was applied to analyze wrist pulse oscillations
at the radial artery. Wrist pulse was chosen since its pulse

Fig. 6 Vibration analysis using the M-mode scan of the pickup head. Segments 1 and 2 are indicated by the white vertical bars in (a). In the profiles, the
segments 1 and 2 are denoted by continuous and dotted lines, respectively. The displacement profile and instantaneous velocity are shown respectively
in (b) and (c). The frequency components of vibration are shown in (d).

Fig. 7 Response of pickup head for 30 mV excitation amplitude at
14.5 Hz. The displacement tracking method was applied at region 1.

Fig. 8 Custom-built arrangement used for acquiring M-mode scans of
wrist pulse.
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waveform characteristics are well studied by other methods
enabling us to compare our results. Pulse measurements were
undertaken on healthy volunteers after informed consent. An
in-house developed mount was used to hold the wrist in place.
This was achieved by having a post, which the user could grasp
with her hand, as seen in Fig. 8. By having the hand fixed in this
way, motion artifacts could be reduced.

Figure 9 shows the results of vibration analysis on wrist
pulse. The M-mode scan of wrist pulse at the radial artery is
shown in Fig. 9(a). The displacement tracking method was
applied on two segments at different depths—shown as regions
1 and 2 in Fig. 9. Both regions correspond to portions of the
sample that are moving. Region 1 is about 225 μm (20 pixels)
deep starting from the surface and region 2 spans 225 μm fur-
ther. This is after considering the improvement in the axial res-
olution (from 16.5 to 11.6 μm) due to the mean refractive index
(1.42) of skin.25 It is seen in Fig. 9 that the structure of the seg-
ment (and the layers within it) under vibration is maintained
well throughout the scan duration. Thus, the assumption of
shift variance of rðzÞ in Eq. (4) is valid.

The mean SNRs were measured to be, respectively 41.8 dB
and 38.9 dB using the method described in Ref. 26. In the figure,

displacement of the subsection in region 1 is tracked with rea-
sonable accuracy. In region 2, the algorithm fails to track the
displacement accurately, possibly due to poorer SNR, compared
to region 1. Figure 10 shows the variation of SNR across the
regions 1 and 2. In region 1, the inclusion of dark space for aver-
aging results in a low value for mean SNR. In contrast, region 2
has lower mean SNR even when the sample features cover the
entire image.

Fig. 9 Displacement profiles extracted from the wrist pulse measurements. (a) Wrist pulse, (b) zoomed profile of region 1, (c) zoomed profile of region
2, (d) displacement in region 1, and (e) displacement in region 2.
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Fig. 10 SNR map for regions 1 and 2 of wrist pulse vibration
measurement.
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Figure 11 shows the M-mode scan of wrist pulse after decon-
volution. Zoomed in parts of the two interpolated segments,
region 1 and region 2 are shown in Fig. 11(b) and 11(c). Their
displacement profiles are shown in Fig. 12(a) and 12(b),
respectively.

In this case, fine variations in radial artery pulse movements
are apparent and compare well with the same acquired by other
researchers using methods other than OCT.27,28 Although indi-
vidual pulse patterns differ slightly, systolic, diastolic and the
reflected components of the pulse waveform can be discerned.
The peak-to-peak amplitude of oscillation varies between 40 to
55 μm (4 to 5 pixels before interpolation), taking into account
the mean refractive index (1.42) of skin.25 The height difference
between the systolic and diastolic wave peaks was measured to
be around 17 μm or about 1.5 pixels. The reflected wave com-
ponent,29 spanned 7 μm in height, or about 0.6 pixels. We
deduce that the system is capable of measuring displacements

of minimum 0.5 pixels, considering the subpixel height differ-
ence between the systolic and the diastolic peaks.

The velocity variation profile and the frequency components
of wrist pulse are shown in Fig. 13 for both regions 1 and 2. The
velocity peaks coincide with the start of the pulse oscillations.
The fundamental frequency peak occurs at 1.4 Hz. Apart from
deconvolution and interpolation, elementary signal processing
was used to remove unavoidable artifacts that occurred during
experiments. High pass filtering was used to suppress arbitrary
motion artifacts due to the stretching/relaxation of wrist skin sur-
face. Also, random high frequency noise occurring in the dis-
placement and velocity data was minimized by using running
average of 10 and 3 points, respectively. A comparison was
made between the pulse rates determined using the method
discussed above and the palpatory method wherein the pulse
measurements were taken by a medical professional. The
fundamental frequency of pulse oscillation determined using

Fig. 11 (a) M-mode scan of wrist pulse, (b) zoomed image of region 1, and (c) zoomed image of region 2.

Fig. 12 Displacement profiles of wrist pulse oscillations (a) displacement profile in region 1, (b) displacement profile in region 2. In the plot, pq ¼
17 μm pr ¼ 40 μm and mn ¼ 7 μm. s: systolic peak, and (d) diastolic peak w: reflected wave.
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the Fourier components was multiplied by 60, in order to obtain
the pulse rate in beats per minute. Four healthy subjects volun-
teered for the experiments. Table 1 shows the comparison. It is
seen that the measurements made with the OCT system are in
good agreement with those obtained from the palpatory method.

4 Discussion
We have reported an improved speckle tracking method for
detection and analysis of subsurface vibrations in samples
using OCT. Application of axial deconvolution and interpola-
tion methods to OCT images, prior to speckle tracking, is
shown to deliver better performance of the tracking algorithm.
To our knowledge, we have demonstrated improvements in
speckle tracking methods in OCT by using deconvolution and
interpolation, for the first time. The smallest displacement
tracked in our experiments is 0.5 pixel. While this is larger than
the resolution (0.1 pixel) claimed previously,17 the improved
cross-correlation method can track larger multipixel displace-
ments without compromising accuracy. This is evident in the
displacement profile of vibration of the cd pickup head. The dif-
ference between the predicted and measured displacements of
the cd-pickup head, 214 μm and 208 to 220 μm is less than
0.5 pixel over a total displacement of 21 pixels. At present,
we could not test the interpolation method for smaller displace-
ments since the pickup head was unreliable for excitations
below 30 mV, corresponding to a mean displacement of 6 μm,
in Fig. 7. However, in other research areas like particle image
velocimetry interpolation-based speckle tracking methods have

yielded tracking accuracies of up to 0.01 pixels.30 The execution
time of the method including deconvolution, interpolation and
cross correlation for speckle tracking was less than a second, on
a PC based on the Intel Core 2 Duo platform, clearly indicating
the real time performance capability of the method. Further, the
smallest displacement that can be tracked using the improved
speckle tracking method significantly depends on the axial res-
olution of the OCT system. Axial resolutions of about 1 μm have
been reported previously.31 Thus, it must be possible to detect
and track submicron scale movements and vibrations if our
method can be used in conjunction with such systems. It should
be mentioned that the maximum detectable displacement
between two depth scans in OCT is limited by speckle decor-
relation, which occurs when the multiple subresolution scatter-
ers in the sample undergo relative displacement under applied
stress. It is assumed that in general, targeted samples such as
skin are stiff (with Young’s modulus in tens of kilo-Pascals)
32 and speckle decorrelation due to movement of scatterers is
not significant for small distances.

The efficiency of interpolation methods in tracking subpixel
measurements depends jointly on the sharpness of image
features and the ambient image SNR. For good performance
of interpolation methods, it is expected that the intensity
difference between successive (interpolated) pixels in Fig. 2(b)
be more than the mean noise variance of the OCT image.
Deconvolution attempts to improve the sharpness of image fea-
tures. The mean noise variance of OCT image, however, depends
directly on the OCT hardware and the sample reflectivity at the
working wavelength. We have used a 1550 nm centred broad-
band source in our experiments. Absorption due to water content
reduced the reflected intensity from samples. Higher reflected
intensities may be obtained by using light sources of lower
mean wavelengths, such as 800 nm and 1310 nm. This would
yield better SNR and thereby improve tracking accuracy.

Further, it is to be noted that we have used M-mode OCT
images for our experiments, with the aim of vibration analysis.
The measurement of wrist pulse was done only to prove that the
technique and algorithm would give improved results for sub-
surface vibrations. This technique is not being proposed as a
method of measuring pulse. However, we believe that the results
presented here provide a strong case for application of these
modified speckle tracking algorithms for use in OCE. Last,
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Fig. 13 Velocity profile and frequency components for pulse vibrations. (a) Velocity profile. (b) Frequency components.

Table 1 Radial arterial pulse rates in beats/minute measured by the
SDOCT system and a medical professional.

Subject SDOCT system Medical professional

1 78 80

2 72 70

3 78 76

4 84 80
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we have used linear interpolation in our experiments to provide
improved tracking accuracy with short processing times. Using
more complex techniques such as polynomial and spline inter-
polations may provide better accuracies albeit with increased
execution times.
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