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ABSTRACT
Our understanding of human brain function can clearly benefit from neurophysiological techniques capable
of providing dynamic maps of activity. A series of studies is reviewed indicating that noninvasive near-
infrared optical imaging methods can provide a unique combination of spatial and temporal resolution that
could be used to derive dynamic maps of human brain activity. The noninvasive NIR optical data reviewed
are based on the frequency-domain time-resolved measurement of photon migration parameters (intensity
and delay) through brain tissue. These measurements are taken through the intact surface of the head. With
these methods, two distinct components of the optical response can be identified: the ‘‘slow optical signal’’
(2–10 s latency), presumably due to hemodynamic and metabolic changes, and the ‘‘fast optical signal’’ (or
event-related optical response) occurring as early as 50 to 100 ms from stimulation, and probably due to
neuronal activation. © 1996 Society of Photo-Optical Instrumentation Engineers.

Keywords near infrared spectroscopy; near infrared optical imaging; event-related optical signal (EROS);
photon delay; photon migration parameters; functional brain imaging.
1 INTRODUCTION
Neurophysiological investigations based on single-
cell recordings and lesion data have emphasized
that most brain functions depend on complex inter-
actions among and within a number of brain areas.1

The study of these interactions would be greatly
facilitated by the development of methodologies
that can provide different perspectives on the dy-
namics of the activation of various brain areas in
humans. Ideally, such methodologies should be
noninvasive and provide detailed spatial and tem-
poral descriptions.
Traditional noninvasive techniques for the study

of human brain function based on electrophysi-
ological signals, such as electroencephalography
(EEG), event-related brain potentials (ERPs), and
magnetoencephalography (MEG), possess excellent
temporal resolution (millisecond range) but vari-
able and limited spatial resolution,2 and are sensi-
tive only to neurons organized in open-field
configurations.3 Recently, several imaging tech-
niques based on changes in hemodynamics and/or
metabolism, such as positron emission tomography
(PET), single-photon emission computerized to-
mography (SPECT), and functional magnetic reso-
nance imaging (fMRI), have provided functional
maps of brain activity with high spatial resolution
(a few millimeters) but relatively poor temporal
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resolution (on the order of seconds). Thus, each of
these measures provides an incomplete view of
brain activity, limiting our possibility of forming an
integrated view of human cortical function. In this
review we describe a new technique (noninvasive
near-infrared optical imaging) that may be able to
fill some of the existing gaps between electrophysi-
ological and hemodynamic imaging methods.

1.1 ADVANTAGES AND LIMITATIONS OF
EXISTING IMAGING TECHNIQUES

Noninvasive electrophysiological measures (EEG,
ERPs, and MEG) have been used for more than 60
years in the study of brain function. The introduc-
tion of digital technology and the adoption of the
averaging technique in the 1960s have greatly en-
hanced the temporal resolution of these measures.
Specifically, ERPs can have temporal resolutions on
the order of fractions of milliseconds (as in the case
of brainstem evoked potentials). However, longer-
latency scalp electrophysiological measures still
possess relatively poor spatial resolution.3 Al-
though multiple dipole localization methods,4–5

current source density mapping,6 depth
recordings,7 and MEG8 can, in some instances, pro-
vide tools for generating hypotheses about the in-
tracranial generators of scalp potentials, in general
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only limited confidence can be placed in the
results.9 In addition, electrical potentials measur-
able at the scalp can only be generated by intracra-
nial sources possessing an open-field geometry,3,10

and MEG recordings are only sensitive to tangential
sources possessing open-field geometry.11

These limitations have led investigators to search
for other noninvasive methods with greater spatial
resolution. Several imaging techniques (such as
PET, SPECT, and fMRI) have been developed in the
past decade.12 These techniques measure hemody-
namic and/or metabolic changes leading to the ac-
cumulation or change in concentration of target
substances in active areas of the brain. These sub-
stances have either radioactive or magnetic proper-
ties that allow their measurement from outside the
head. Functional imaging techniques can reach very
high spatial resolution (on the order of a few
millimeters).2,13,14 However, their temporal resolu-
tion is usually more limited than that of electro-
physiological measures. This is due to two reasons:
(1) some techniques require the introduction of
tracers into the bloodstream and therefore their
temporal characteristics depend on the dynamics of
diffusion of these substances into the brain; and (2)
the metabolic and/or hemodynamic changes stud-
ied do not coincide with neuronal activity, but usu-
ally follow it by a few seconds.15 In fact, for the
measures of brain function based on hemodynamic
changes, there is often a problem in interpreting the
relationship between increases and decreases in
blood flow and neural activity (neurovascular
coupling).16 In addition, there are often constraints
in the experimental paradigms that can be used to
test the subjects’ cognitive activity, mostly because
environmental noise levels, the presence of very
high magnetic fields, or the use of ionizing radia-
tion limit the types of stimuli that can be presented
and/or the number of replications that can be ob-
tained from a given subject.

1.2 OPTICAL IMAGING METHODS

A variety of optical measures have been used to
study physiological parameters in humans. Their
common thread is the use of visible or near-visible
light. Several of these methods have been used to
study brain function. By and large, two main ap-
proaches can be distinguished. One is based on the
measurement of the reflectivity properties of the ex-
posed cortex or other brain tissue, and has been
used mostly in studies involving animals. The sec-
ond approach is based on the measurement of near-
infrared (NIR) photon migration parameters
through the intact head. Because of the minimal in-
vasivity, the latter approach can be more easily ap-
plied to studies involving human subjects. Within
the photon-migration approach, two types of stud-
ies have been conducted. The first group focuses on
the quantification of hemodynamic and metabolic
parameters of the human brain in various physi-
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ological and clinical conditions. The second group
focuses on the detection of fast changes in photon
migration parameters in active brain tissue with the
purpose of studying the time course of activity in
localized brain areas. This paper focuses on the re-
view of studies included in the latter group. How-
ever, since there are important relationships be-
tween these studies and those employing other
approaches to optical imaging, a brief review of
some of the relevant work done with other methods
is also provided.

2 OPTICAL IMAGING OF THE EXPOSED
CORTEX
Optical imaging methods have been applied to the
exposed cortex of animals (such as cats or macaque
monkeys) and have produced maps of brain activ-
ity with high spatial and temporal resolution.17 Spe-
cifically, most optical studies of the functional ar-
chitecture of the cortex have involved
measurements of the reflectivity of the exposed cor-
tex of animals,18 and, in some cases, of humans dur-
ing surgical operations.19–20

Recently, it has been demonstrated that reflectiv-
ity measures can also be taken through the dura
and thinned skull,15 or from the hippocampus of
freely moving animals.21 These studies have shown
that reflectivity measures of the exposed cortex are
very sensitive, and possess high spatial resolution
(50 mm). Their temporal resolution varies, depend-
ing on the type of signal observed. Researchers in
this area have emphasized a distinction between an
intrinsic signal (arising from changes in cortex re-
flectivity under stimulation) and an extrinsic signal
(which is studied by using voltage-sensitive dyes).18

The intrinsic signal is usually considered to be rela-
tively slow (taking a few seconds to reach its maxi-
mum) with respect to the extrinsic signal (which
can reach a temporal resolution on the order of mil-
liseconds). This difference is attributed to the fact
that the intrinsic signal is due to metabolic and he-
modynamic changes while the extrinsic signal di-
rectly reflects the electrical activity produced by the
neurons.
Recent observations22 (see also Frostig et al.15),

conducted with a methodology combining continu-
ous spectroscopic methods with high temporal
resolution, have shown that the intrinsic optical sig-
nal elicited by sustained visual stimulation in the
occipital cortex consists of at least three different
signals. The first of these signals is due to scattering
effects. It is highly localized and its time course is
similar to that of neuronal activity. This signal is
most evident in the near-infrared range, where the
absorption of hemoglobin is relatively low with re-
spect to the visible range.
The second signal is an increase in the concentra-

tion of deoxyhemoglobin, which begins within 500
ms from stimulation and declines shortly after the
end of the stimulation period. This signal is also
4
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very well localized to the active brain areas and
suggests an increase in aerobic metabolism in these
regions.
The third signal is due to an increase in the con-

centration of oxyhemoglobin, and is relatively slow
both in its onset (a few seconds from stimulation)
and in its decay. This signal is also less well local-
ized than the other two signals and can be observed
at a distance of millimeters from the active brain
areas. This signal presumably corresponds, at least
in part, to the blood-oxygenation-level dependent
(BOLD) oxygenation signal observed with fMRI
and may also be related to the increased blood flow
observed with PET. Therefore, the data reported by
Malonek and Grinvald22 suggest that optical meth-
ods may provide images of brain activity with a
very good temporal resolution, in particular if they
focus on measures of light scattering. Furthermore,
their data indicate that changes in light scattering
are responsible for most of the intrinsic signal ob-
served using near infrared light. In the remainder
of this paper we focus on optical measures based on
near infrared light, conducted noninvasively in hu-
mans.

3 NONINVASIVE OPTICAL IMAGING OF
BRAIN FUNCTION IN HUMANS

Among the various methods proposed for deriving
functional images combining good temporal and
spatial resolution are photon migration
techniques.23–24 Photon migration methods are
based on the measurement of parameters of the mi-
gration of near infrared photons traveling through
the tissue. These parameters are likely to depend on
the scattering and absorption properties of the me-
dium. Two types of techniques are used. One of
them is based on applying a continuous light
source to the surface of the body, and measuring
the amount of light that reaches a detector, located
at some distance (for the purposes of this paper, we
label this parameter ‘‘intensity’’). Using light
sources of different wavelengths, it is possible to
derive intensity spectra that can be used to estimate
the concentration of various functionally significant
substances within the body (see for example, Wyatt
et al.25). This approach is very economical, and
commercial systems are available. A problem with
this approach is that the measurements will be in-
fluenced not only by absorption, but also by scat-
tering changes, and it is sometimes difficult to sepa-
rate the relative contributions of these two factors.
Another problem with this approach is its limited
spatial resolution: since body tissues are for the
most part highly scattering, the photons diffuse
widely through the medium and the volume ex-
plored by the measures is very large.
A second approach (time-resolved optical meth-

ods) takes into account not only the probability of
photons emitted by the source reaching the detec-
tor, but also the time they take in their migration
JO
through the tissue—‘‘time of flight,’’ or ‘‘delay.’’
Patterson et al.26 showed that measurement of the
distribution of the photon delay makes it possible
to quantify separately the scattering and absorption
coefficients of tissue. A further advantage to time-
resolved methods is that they can be used to derive
measures with a good spatial resolution even in the
case of scattering media.24 This is because time-
resolved methods allow the measures of photon mi-
gration parameters to be based on only those pho-
tons that travel relatively fast through the medium.
These photons are likely to remain within a very
circumscribed volume between the source and the
detector. The width of this volume depends on the
criterion used to select the photons (the faster the
selected photons, the narrower the volume, and the
higher the spatial resolution).
The measurement of photon migration param-

eters is a completely noninvasive procedure. The
wavelength of the light (NIR) does not pose any
special danger, and the intensity of the sources (on
the order of microwatts) guarantees that the
amount of energy involved does not pose special
risks and is below the subject’s sensory threshold.
The use of light-emitting diodes (LEDs) makes the
procedure particularly safe, since these sources can
be handled without the need for special precau-
tions.
Consideration of the optical properties of the

various anatomical structures of the head and the
results of several published studies indicate that it
is possible to apply optical measures to the nonin-
vasive study of human functional brain activity. In
the remainder of this section we first present bio-
physical and physiological considerations that are
the basis of photon migration methods, and then
describe two types of optical signal and some meth-
odological aspects of the noninvasive recording of
brain activity.

3.1 BIOPHYSICAL BASES OF PHOTON
MIGRATION METHODS

Noninvasive measurement of the optical properties
of areas of the body requires a source emitting
light of a particular wavelength (in the NIR range)
that illuminates a point on the surface of the skin,
and a detector, also located on the skin at some
distance from the source. In the case of NIR light,
living tissue behaves as a scattering medium. This
means that light propagation can be described as a
diffusion process.27 In the absence of absorbing
structures, the light intensity and the distribution of
the photons’ time of flight are a function of the
source-detector distance and of the scattering coef-
ficient of the tissue itself.
The scattering coefficient ms of living tissue is on

the order of about 103 to 104 mm−1 and is essentially
due to forward scattering.28–32 Measurement of the
scattering coefficient is difficult. However, for prac-
tical purposes it is sufficient to consider the reduced
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scattering coefficient ms5(12g)ms , which takes
into account the average of the cosine of the scatter-
ing angle. The reduced scattering coefficient is still
on the order of 1 to 10 mm−1. In addition, most
parts of the body also absorb light to some degree
and, in turn, this influences light intensity and, in-
directly, the average photon delay. Typical values
of the absorption coefficient ma in animal tissues are
on the order of 0.01 mm−1.29 Given the typical scat-
tering and absorption coefficients of living tissue,
the Boltzmann’s transport equation for photons can
be solved in the diffusion approximation.33

Several researchers have experimentally demon-
strated the validity of the diffusion approx-
imation in typical tissue.28,34–37 This provides the
physical arguments necessary for the estimation of
the scattering and absorption coefficients. Indeed,
Patterson et al.26 showed that intensity and delay
parameters of near infrared photons injected into
living tissue can be used, at least in some cases, to
estimate the absorption and scattering coefficients
of the tissue itself.

3.2 TIME-RESOLVED MEASUREMENT OF
OPTICAL PARAMETERS

The first instances of photon migration techniques,
based on the estimation of delay parameters in the
time domain, were too slow for the study of the
neuronal dynamics associated with brain
function.38 E. Gratton et al.39 developed a frequency
domain method to assess the parameters of the sta-
tistical distributions of intensity and time of flight.
With this technique, a sinusoidally modulated light
source is used to launch a photon density wave. If
the medium is uniform and infinite, the photon
density wave travels at a constant velocity and is
exponentially attenuated as it propagates.35 The at-
tenuation values and the phase delay of the wave
are a function of both the scattering and the absorp-
tion coefficients of the medium. In a uniform me-
dium, simultaneous measurements of the phase de-
lay and of the modulation of the photon density
wave are sufficient to uniquely determine the val-
ues of the absorption and scattering coefficients. In
the frequency domain, the presence of absorbers or
scatterers results in a deformation of the photon
density wave. This deformation is equivalent to the
diffraction of waves by obstacles. The photon den-
sity wave exhibits wave phenomena, such as reflec-
tion and refraction at surfaces with different wave
velocity. A distinct advantage of frequency domain
methods for the study of brain activity is that the
values of the wave’s phase and modulation can be
easily measured and continuously monitored using
relatively simple detectors and electronics.
The frequency domain methods used in photon

migration studies derive from instruments devel-
oped for fluorescence decay kinetics.40–41 They con-
sist of a light source modulated in the megahertz or
gigahertz range and of a heterodyned detector.
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Both single pixel detectors and array detectors have
been used to study photon migration. The heart of a
frequency domain spectrometer is a set of coupled
frequency synthesizers that provides two frequen-
cies in the 100-MHz range which differ from one
another by up to 10 kHz. The difference between
the two frequency synthesizers is used to modulate
the light source. In our case, the synthesizer drives
a radio frequency amplifier modulating the current
in the laser diode. The second synthesizer is used to
modulate the gain of the dynodes of the photomul-
tiplier amplification chain. Effective gain modula-
tion of about 100% can be obtained. The gain
modulation produces a shift of the high-frequency
signal detected by the photomultiplier to a conve-
nient low frequency, at which accurate digital filter-
ing methods can be applied. The latter is performed
through a high-speed A-D converter board. The fi-
nal result is an accuracy of the phase measurement
of about 0.1 degrees (out of 360 degrees) and of the
modulation determination of about 0.1%. This kind
of accuracy is necessary for measuring the delay
and attenuation of the photon density wave front in
response to small variations (on the order of a few
picoseconds) in the activity of the brain. In all ex-
periments performed by G. Gratton and colleagues
and summarized in Sec. 5 of this paper, the entire
measurement is under computer control.

3.3 PHYSIOLOGICAL MECHANISMS
UNDERLYING PHOTON MIGRATION
EFFECTS

As mentioned, the parameters of photon migration
are influenced by the scattering and absorption
properties of the tissue, which, in turn, are differen-
tially affected by such factors as the shape and/or
reflectivity of cell membranes, concentration of
metabolically significant substances (such as oxy-
and deoxyhemoglobin, and cytocromes), size of the
blood vessels, etc.17,22 Various types of metabolic
and functional phenomena are likely to influence
the optical properties of tissues. For example, action
potentials produce changes in the scattering coeffi-
cient, presumably because of the movement of
ions.42 Stepnoski and colleagues43 have suggested
that rapid reorientation of membrane dipoles con-
tributes to activity-dependent changes in light scat-
tering in Aplysia neurons. Changes in scattering as-
sociated with neuronal activation have also been
demonstrated in bloodless hippocampal and corti-
cal slices, as well as in the isolated brain.15,44–45 In
addition, both scattering and absorption of NIR
light may be influenced by changes in the concen-
tration of metabolically significant substances.23

As mentioned earlier, in vivo changes in optical
properties have often been measured using light re-
flected from the exposed cortex (intrinsic
signal).17,18,22 However, there are several fundamen-
tal differences between measurements of intrinsic
cortical light reflection and photon migration (or
4
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transmission) measures: (1) transmission measures
are taken noninvasively in a behaving human sub-
ject (i.e., through the skin, skull, and meninges); (2)
transmission measures are based on parameters of
the migration of photons through tissue (attenua-
tion and delay of the light between the source and
the detector); and (3) transmission studies have fo-
cused on wavelengths in the near infrared range
because of their high penetration, whereas reflectiv-
ity studies usually use light in the visible range. For
these reasons, intrinsic reflectivity measures are
likely to be dominated by changes in tissue colora-
tion determined by changes in blood flow or oxy-
genation level, whereas transmission measures
(and in particular measures of photon delay) may
be less affected by these factors and influenced
more by changes in scattering (such as those that
have been described to be associated with neuronal
activity).15,22,37–39 Although it is unlikely that nonin-
vasive photon migration measures in humans will
reach the same spatial resolution as reflectivity
measures obtained from the exposed cortex, they
should provide deeper penetration, and, of course,
be more widely applicable.

3.4 FAST AND SLOW COMPONENTS OF THE
OPTICAL SIGNAL IN RESPONSE TO
STIMULATION

As mentioned, several observations provide evi-
dence that noninvasive optical imaging of deep
structures is possible24,46 and that optical methods
are sensitive to functional changes of brain
activity.47–50 Specifically, G. Gratton and
colleagues47 identified two types of functional ef-
fects: Fast effects (with a 50 to 500 ms latency from
stimulation) and slow effects (with a 2 to 10 s la-
tency from stimulation). Monte Carlo simulations
indicated that fast effects are consistent with
changes in the optical properties of relatively deep
layers of the head (such as the cortex), while the
slow signals are consistent with changes in deep
and/or superficial layers. The properties of the fast
optical signal are also consistent with the hypoth-
esis that they may reflect neuronal activation,
whereas those of the slow signals are consistent
with the hypothesis that they correspond to hemo-
dynamic and/or metabolic changes.
In the experiments conducted by G. Gratton

et al.,47–48 optical parameters (photon intensity and
delay) were recorded continuously over trials or
short blocks of a duration of approximately 20 s. A
short (6 or 10 s) interval at the beginning of the
block was free of stimulation (baseline period), and
was followed by a stimulation period. During the
stimulation period, several stimuli were presented
at fixed intervals. A short rest period was given in
between trials or short blocks. Finally, trials or short
blocks were repeated a number of times for each
subject, condition, and recording location. This pro-
cedure allowed for the observation of systematic
JO
shifts in optical parameters, which occurred over
the entire stimulation period (slow optical signal).
G. Gratton et al.46 assumed that relatively slow he-
modynamic and metabolic changes were the most
important cause of these slow drifts (see also
Frostig17 and Malonek and Grinvald22). These slow
changes may also correspond to the activation ef-
fects observed with other functional imaging
techniques.2,12

Fast optical signals were obtained by analyzing
the optical response time locked to the presentation
of individual stimuli during the stimulation period
(see Figure 1). The stimulation period was seg-
mented into 500 ms epochs, each time locked to the
presentation of a stimulus. Then the optical param-
eters obtained in epochs corresponding to the pre-
sentation of the same stimulus were averaged to-
gether for each subject, condition, and scalp
location. This procedure (which is analogous to the
averaging usually performed with event-related
electrical brain activity) allows for the identification
of the optical response immediately following the
stimulation. Because of the short latency of these
signals, neuronal activation is a likely candidate for
the basic mechanism of fast optical measures.

3.5 RECORDING OF EVENT-RELATED
OPTICAL RESPONSES AND POSSIBLE
SOURCES OF ARTIFACT

In this section we review some of the issues relating
to recording artifacts and other limitations encoun-
tered in the recording of event-related optical sig-
nals. Similar problems apply to both fast and slow
optical signals.
Given the small amount of light used for brain

measurements, the presence of hair (especially if
dark colored) poses a problem. This problem can be
addressed by combing the hair away from the optic
fiber, so that there can be close coupling between
the optic recording devices and the skin. Skin color
does not appear to pose particular problems.
There may also be recording artifacts (or dimin-

ished coupling) due to movements of the recording
device with respect to the head. Those are usually
characterized by a minimum of 10% change in the

Fig. 1 Schematic representation of the apparatus used for record-
ing optical parameters (left) and of the methods used for deriving
an average evoked optical response (fast optical signal, right).
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intensity reading from one trial to the next. Trials in
which these artifacts occur are discarded.
The pulsation of the vascular system associated

with systolic activity of the heart produces rela-
tively large changes in the transmission of light
through tissue.51 This may produce substantial arti-
facts that are difficult to eliminate with simple fil-
tering approaches. Note, however, that although
the pulsation signal can obscure fast optical effects
and should therefore be removed before analyzing
the fast optical signal, it can be an important effect
when the focus is on hemodynamic phenomena. G.
Gratton and Corballis52 developed an algorithm to
compensate for this artifact based on a regression
procedure in which the effect of systolic pulsation is
estimated from the data. The procedure takes into
account beat-to-beat variability in pulse rate and
amplitude. Tests showed that this procedure sub-
stantially reduces the impact of the pulsation arti-
fact. This procedure is applied to all the data that
are described in the following section.
Most of the functional noninvasive optical re-

search conducted so far has been performed using a
1-channel optical recording system. Therefore, data
from different placements over the head need to be
recorded in separate experimental sessions (al-
though some locations were recorded twice for re-
liability testing). This problem could be overcome
by using a system that allows for parallel record-
ings from multiple locations. Such a system is un-
der development.

4 STUDIES OF EVENT-RELATED OPTICAL
RESPONSE (FAST OPTICAL SIGNAL)
In this section, we review research conducted dur-
ing the last few years. The main finding is that pho-
ton migration measures appear to be able to pro-
vide direct, noninvasive indices of neuronal activity
which, in turn, can be used to derive functional
maps of cortical activation with good spatial and
temporal resolution.

4.1 PATH OF INFRARED LIGHT IN SURFACE-
BOUND SCATTERING MEDIA

These initial experiments were conducted on
phantoms.46,53 Their purpose was to acquire infor-
mation about the path traveled by photons between
a source and a detector located on the same surface.
This information is critical for using photon migra-
tion parameters to assess regional changes in brain
activity, since only absorbers and scatterers located
along this path will influence the measures. Light
produced by a laser was projected on the surface of
a tank filled with a scattering suspension represent-
ing a first level of approximation to the conditions
observed in the human body. These studies showed
that the presence of a surface boundary with a non-
scattering medium (such as air) produces a distor-
tion of the average light path between the source
and the detector. The resulting path is curvilinear,
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that is, photons travel deeply into the medium be-
fore reaching the surface again (see left panel of
Figure 1). The average depth reached is slightly
more than half the distance between the source and
the detector. Given the stochastic nature of the dif-
fusion process, the cross-section of the path is best
described as a distribution of probability densities,
which varies as a function of the distance from the
source and from the detector. The parameters of
this distribution depend on the parameters of the
light used. The width of the distribution is greater
for light of fixed intensity than for frequency-
modulated light, and higher modulation frequen-
cies correspond to narrower distributions. This is of
practical importance because narrower path distri-
butions may provide better spatial resolution. In
the study by G. Gratton et al.,46 the effects of bone
tissue on the ability to detect intracranial absorbing
objects using optical measures were also evaluated.
A sheep skull was submerged in the scattering sus-
pension and an absorbing sphere of 8 mm diameter
was placed inside the skull. The effect of the sphere
was demonstrated by measuring changes in photon
migration parameters at the surface of the suspen-
sion with and without the sphere inside the skull.
The data obtained by G. Gratton et al. confirmed

earlier observations that NIR light can penetrate
through the skull, so that optical properties of brain
structures can be studied noninvasively, at least at
near-infrared wavelengths. However, some of these
earlier observations54 were obtained on newborn
infants, whose skulls may be much less calcified
than those of adults.
Although these data support the claim that non-

invasive optical imaging is possible, it should be
noted that the optical properties of various brain
structures are far from homogeneous. For instance,
the scattering coefficient of the white matter is
higher than that of the gray matter.55 For this rea-
son, near-infrared photons traveling through the
brain are likely to remain confined to the gray mat-
ter, rather than penetrate the white matter (a similar
phenomenon may also occur at the interface with
the skull). Thus, surface measures of brain optical
properties are likely to be biased in favor of effects
localized in the gray matter rather than of those
localized in the white matter. This may actually
magnify the signal, although it may also introduce
irregularities in the surface maps.

4.2 DETECTION OF FUNCTIONAL CHANGES
IN BRAIN ACTIVITY

The purpose of the studies summarized in this sec-
tion was to show that photon migration methods
can detect localized changes of brain optical param-
eters directly associated with neuronal activity. Sev-
eral investigators have reported changes in cerebral
optical properties during the performance of sen-
sory, cognitive, or motor tasks.45,46,56,57 These stud-
ies employed steady-state optical methods, and, for
. 4
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the most part, focused on changes in the concentra-
tion of oxy- and deoxyhemoglobin associated with
brain activity. These changes were quantified using
light of different wavelengths, and were based on
the characteristic absorption spectra for oxy- and
deoxyhemoglobin (in vivo spectroscopy). For in-
stance, Kato et al.49 studied changes in hemoglobin
concentration in occipital areas during a photic
stimulation task. They reported an increase in oxy-
hemoglobin after simulation, followed by a slower
and less pronounced increase in deoxyhemoglobin.
The time course of the effect was, however, quite
slow. Kato et al. used a sampling rate of 5 s , and
reported changes occurring over several minutes of
stimulation. Similar results were reported by Obrig
et al.49 from the precentral cortex during a uni-
manual tapping task. In addition, Obrig et al.50

showed a relationship between these effects and
measures of blood flow changes obtained with
other imaging techniques. Hoshi and Tamura57 em-
ployed a similar approach to study changes during
the performance of more complex tasks requiring
subjects to answer various types of questions. All of
these data provide quantification of oxy- and de-
oxyhemoglobin cerebral concentrations; however,
given the use of a steady-state recording system
and a relatively slow acquisition rate, these data
provide limited spatial and temporal information.
Recordings of fast changes in brain optical pa-

rameters were first made by Chance et al.56 In this
study, subjects were required to answer complex
questions. During this task, optical parameters
were recorded using a steady-state system placed
on the forehead. The results were analyzed in terms
of frequency spectra during the task condition com-
pared with similar spectra obtained during a rest
period. Using this approach, Chance et al. reported
the observation of rhythmic oscillations in the
transparency of frontal cerebral areas to NIR light,
with frequencies of 1–4 Hz. The exact nature of
these changes remains unclear. It should be noted,
however, that the use of steady-state recording
does not allow for good spatial localization of the
signal.
In order to address some of these problems, G.

Gratton and colleagues used fast-paced (more than
10 Hz) recording from multiple sites employing
time-resolved frequency domain methods. In addi-
tion, they also used tasks with discrete stimuli
and/or responses in order to be able to correlate
more directly the stimulus presentation with the
brain response. This allowed for the observation of
fast, localized, functional brain activity. Finally, as
mentioned above, procedures for dealing with arti-
facts such as those related to the pulsation of the
vascular system were used in all studies.52

4.2.1 Tapping Task
G. Gratton et al.47 recorded optical parameters from
motor areas of the brain during the performance of
a rhythmic motor task. Among the conditions in
JO
this experiment was one in which subjects had to
tap with their right or left hand. Photon migration
parameters obtained from probes located to the left
and right of the midline (close to the vertex) were
compared. In these conditions, the path of light was
expected to cross motor areas of either the left or
right hemisphere, depending on the location of the
probe. In each case it was expected that, if photon
migration parameters are sensitive to functionally
significant changes of regional brain activity, they
would show differences between recordings ob-
tained when the tapping was performed with the
hand contralateral or ipsilateral to the probe. Pa-
rameters of the light reaching a detector were de-
rived in two conditions: with the light source lo-
cated either 3 cm to the left or to the right of the
vertex (at which the detector was located). Four
subjects were asked to tap for 20 s at a frequency of
0.8 Hz. Ten seconds of rest preceded and followed
the tapping period. Systematic differences emerged
as a function of movement side (i.e., contralateral or
ipsilateral to the light source), which are consistent
with the known functional neuroanatomy of the
motor cortex. In particular, both slow and fast ef-
fects were described. Slow effects were made evi-
dent by the comparison of the average photon mi-
gration parameters during the tapping and rest
periods. Fast effects were changes in the optical pa-
rameters of the brain that occurred at the tapping
frequency (0.8 Hz) and/or its harmonics.
The critical comparison in this study was the dif-

ference in the optical signal while tapping with the
contralateral and ipsilateral hand. Statistical analy-
ses revealed the presence of contralateral activity
for the delay parameter. In order to provide a
framework for interpreting these results, a series of
Monte Carlo simulations were run which investi-
gated the effects of changes of scattering and ab-
sorption in layers (simulating the skin, skull,
meninges, cortex, etc.) located at various depths in
a semi-infinite, homogeneous scattering medium
(simulating the head) on the photon migration pa-
rameters. The results of these simulations sug-
gested that slow effects are consistent with changes
in either superficial or deep layers, whereas fast ef-
fects are only consistent with changes in deeper lay-
ers (at least 1 cm deep). These results provide sup-
port for the claim that surface measures of optical
parameters can detect functional changes in the
scattering (or absorption) properties of deep struc-
tures, such as the cortex. Some of the changes have
a frequency of at least 0.8 Hz, and can discriminate
between contralateral and ipsilateral activity in the
motor cortex.

4.2.2 Quadrant Stimulation Study
The spatiotemporal characterization of the optical
signal derived from the tapping experiment was
still very crude. A visual stimulation study was run
to provide better estimates of the time course and
degree of localization of the optical signal.48 Specifi-
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cally, G. Gratton et al. wanted to determine
whether fast optical signals could be used to derive
a retinotopic map of the visual cortex. To gain more
knowledge about the time course of the fast optical
signal, a faster sampling rate (20 Hz) than previ-
ously used was employed to record time-locked op-
tical cortical responses. Four black-and-white verti-
cal grids were displayed in the four quadrants of a
computer monitor. In each trial, one of the grids
switched colors every 500 ms. The alternating grid
was varied across trials. This was expected to pro-
duce systematic variations of the segment of pri-
mary visual cortex stimulated in each trial.
Twelve trials were run for each of the four

quadrant-stimulation conditions. Photon migration
parameters (light intensity and delay) were mea-
sured from 12 scalp locations over the occipital
lobe. Recordings corresponding to 456 reversals for
each stimulation condition were obtained for each
location. These data were used to derive average
waveforms corresponding to the changes in optical
parameters during the first 500 ms after stimulation
evoked by reversals of the different grids. The most
important feature in the average waveforms was a
deflection peaking 100 ms after stimulation for the
delay parameter and reaching a maximum delay of
about 10 ps (1 ps=10−12 s, see Figure 2). Little or no
effect was observed for the intensity parameter. For
each stimulation grid, the recording location with
the maximum peak response was identified.
The maps (reported by G. Gratton et al.,48 and re-

produced in Figure 3) indicated that the areas of
maximum response for each of the four stimulation
conditions were located according to the expected
retinotopic map of the visual field in the primary
visual cortex (i.e., the maps were inverted along
both the vertical and horizontal axes). The analysis
was carried out in the following way: (1) peaks of
activity for each subject and experimental condition
were identified; (2) the horizontal and vertical coor-
dinates of these peaks were subjected to separate
ANOVAs (using left-versus-right quadrant stimula-
tion and top-versus-bottom quadrant stimulation as
factors). The ANOVA revealed main effects of both
left-versus-right quadrant stimulation on the hori-
zontal coordinate of the peaks, and upper-versus-
lower quadrant stimulation on the vertical coordi-
nate of the peaks. The separation between the left
and right loci of maximum response (1.5–3 cm) was
consistent with fMRI data,58 although the temporal
resolution of the optical data was much greater
than that obtained with fMRI. The separation be-
tween the loci of maximum response for top and
bottom visual field stimulation (0.5–1 cm) was con-
sistent with the known neuroanatomy of the striate
cortex (area 17), in which these areas of the visual
field are mapped onto the superior and inferior bor-
ders of the calcarine fissure.
Although direct data on the depth of the effects

are not available, the simulations reported by G.
Gratton et al.47 suggest that changes of about 10 ps
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in the delay parameter combined with virtually no
change in the intensity parameter are consistent
with variations in scattering (or absorption) of lay-
ers 1.5–3 cm deep (approximately the depth of the
superficial half of the calcarine fissure). Note that
the latency of the effects makes it unlikely that they
reflect hemodynamic changes. Rather, these
changes appear more consistent with the scattering
changes that are supposed to coincide with electri-
cal neuronal activity, as proposed by Stepnoski
et al.43 (see also Frostig17). These effects are presum-
ably due to changes in the shape and reflectivity of
neurons associated with membrane polarization
and depolarization, synaptic activity, etc. The la-
tency and spatial characteristics of the observed
data are therefore consistent with the hypothesis

Fig. 2 (a) Grand average delay versus time functions at the loca-
tion of maximum response. The data obtained from locations of
maximum response for a particular stimulating quadrant are com-
pared with those obtained at the same locations when the opposite
quadrant was stimulated. The data were averaged across stimula-
tion conditions. The error bars refer to the standard error computed
across subjects. (b) Changes in delay over the stimulation period.
Data are presented as differences between the values of delay for
locations of maximum response for a particular stimulating quad-
rant (identified as above) and the values of delay recorded at the
same locations during stimulation of the opposite quadrant. Data
are accrued over periods of 0.5 s. The gray bar indicates the pe-
riod of stimulation. The dark bar indicates the period in which the
difference between the responses to stimulation of the two quad-
rants was significant, t(2)=4.90, p<.05. (© 1995 by the Society
for Psychophysiological Research. Reprinted with the permission of
Cambridge University Press.)
4
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Fig. 3 Average surface maps of changes in the delay parameters with respect to a prestimulus baseline
over occipital areas (N53). The maps are derived from range-corrected data (i.e., the gray shadings
indicate relative values). Areas with the largest relative increments in the photons’ delay (with respect to
prestimulus values based on a 100 ms period preceding the grid reversals) are indicated in black, and
those with the largest relative decrements are indicated in white. The locations of the twelve measurement
points are indicated by filled circles. The coordinates are expressed as distance from the inion in centi-
meters. The diagram to the side of each map indicates the stimulation condition corresponding to that
map. (© 1995 by the Society for Psychophysiological Research. Reprinted with the permission of Cam-
bridge University Press.)
that photon migration parameters can be used to
monitor in a quasi-continuous, noninvasive manner
neuronal activation in cortical areas (in this case,
the striate cortex). These observations suggest that
the temporal resolution of the technique may be at
least as high as 50–100 ms, and its spatial resolution
on the order of 5 mm.

4.2.3 Pilot Studies on Visual Attention and Color
Processing
This section reviews two studies that are currently
in progress. The purpose of the first study is to
evaluate the ability of optical methods to separate
functionally adjacent brain areas. The experiment is
based on a visual-spatial attention paradigm. Previ-
ous research59 has suggested that the primary vi-
sual cortex responds similarly to stimuli presented
in attended and unattended locations, while a dif-
ferentiation in the response to these types of stimuli
can be observed further along the visual pathway.
If this is true, and if noninvasive optical methods
can be used dissociate functionally adjacent brain
areas, then we should observe ‘‘attention effects’’
(i.e., larger response to attended than to unattended
stimuli) when optical measures are taken from lat-
eral occipital areas but not from medial areas. The
medial areas, on the other hand, should respond
equally to attended and unattended stimuli, and
therefore show a ‘‘stimulation effect.’’
In the present experiment, optical data were re-

corded from an area of the scalp covering both stri-
ate and portions of extrastriate cortex. The para-
digm adopted was similar to that employed by
Mangun and Hillyard.59 In particular, during dif-
ferent blocks, the subject’s attention was directed
either to the left or to the right of a fixation cross.
JO
The stimuli were squares or (rarely) rectangles that
were randomly flashed for 50 ms on each side of
the cross. The subject was instructed to respond by
pressing a button when a rectangle was presented
on the attended side. Optical recordings were ob-
tained at 50 Hz from 28 locations covering an area
1.5 cm high and 7.2 cm wide, centered 2.25 cm
above the inion.
The data were analyzed by computing separate

averages for attended and unattended stimuli pre-
sented to the left and right of fixation (separately
for each subject and location). The average of the
optical responses for attended and unattended
stimuli was labeled the ‘‘stimulation effect,’’ while
the difference between these responses was labeled
the ‘‘attention effect.’’ Separate maps for stimula-
tion and attention effects were then constructed for
each subject. They indicated that stimulation effects
were evident at medial locations, whereas attention
effects were evident at more lateralized locations.
The time course of the optical activity for attended
and unattended stimuli suggested that little differ-
ence could be found between the responses to at-
tended and unattended stimuli at medial areas.
However, a clear difference was found at lateral ar-
eas. In fact, at lateral locations, a reduction in pho-
ton delay was observed after the presentation of
unattended stimuli. The functional significance of
this phenomenon remains to be specified, although
it may suggest the existence of inhibitory processes.
However, the results are consistent with the hy-
pothesis that attention effects are visible in extras-
triate but not in striate cortex. In addition, these
data provide a demonstration of how optical data
can be used to compare the activity of adjacent cor-
tical areas.
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Although it is possible to postulate the existence
of a correlation between optical and electrical re-
sponses obtained in similar paradigms, it is also
likely that optical and electrical data could be dif-
ferentially influenced by different types of neuronal
activity. For instance, surface electrical data only re-
flect the activity of neurons organized in open-field
configurations—such as pyramidal cortical
neurons.3 This type of geometric limitation is not
likely to influence the optical measures (which are
mediated by a random diffusion process). There-
fore, it is likely that optical measures may also be
influenced by neurons organized in closed-field
configurations—such as stellate cortical neurons.
An example of dissociation between electrical

and optical data was obtained in a study (still in
progress) on the evoked response elicited by
patches of different color. Subjects were habituated
to a yellow background and red or blue patches
were briefly flashed over this background. On the
basis of existing knowledge on color vision
pathways,60 it was hypothesized that the red and
blue stimuli would elicit different brain responses,
and, in particular, that the latency of visual evoked
potentials (VEPs) and optical responses to blue
patches would be longer than that to red patches.
VEPs were recorded at 200 Hz from 22 locations
over the posterior scalp. Optical responses were re-
corded at 50 Hz from 28 locations over the occipital
region (in different sessions). As expected, for both
optical and electrical measures, the latency of the
earliest evoked response was longer for blue than
for red stimuli. In addition, while the blue patches
elicited an optical response with a latency of ap-
proximately 80 ms, scalp electrical activity in this
condition was not evident until 200 ms after stimu-
lation. This was true for all 22 electrodes used in the
experiment, indicating that the electric field over
the back of the head was approximately constant
until 200 ms after stimulation. This strongly sug-
gests that no detectable open-field activity was gen-
erated during this interval. However, an optical re-
sponse was clearly visible during the same period.
This indicates that an optical response can be re-
corded in the absence of a surface electrical poten-
tial. One explanation for this discrepancy is that the
optical activity observed was generated by neurons
organized in a closed-field configuration. Another
explanation is that the activity was generated by
neurons facing each other, such as the neurons lo-
cated on opposite banks of the calcarine fissure. The
electric fields generated by these neurons would
tend to cancel each other, but such a cancellation
should not occur for the optical measures. Regard-
less of the explanation, these data clearly point to
the ‘‘uniqueness’’ of the information provided by
the optical data, and to the increased analytical
power obtained by combining optical and electrical
measures.
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5 SUMMARY AND DISCUSSION

Taken together, these experiments suggest that
photon migration techniques possess the depth of
penetration, the temporal and spatial resolution,
and the sensitivity required for noninvasive mea-
surement of regional brain activity in human sub-
jects. The data obtained so far also suggest that op-
tical methods can provide information that
complements and integrates that obtained with
other techniques, and that a combination of optical,
electrophysiological, and hemodynamic methods
may be particularly fruitful.
On the basis of the fast signal, maps demonstrat-

ing a spatial resolution of at least 5 mm were ob-
tained. In further studies using visual stimulation,
we also obtained evidence that (1) optical activity
can distinguish between stimulation effects (local-
ized to area 17) and attention effects (which are evi-
dent in extrastriate areas of the occipital cortex);
and (2) in some cases the optical cortical responses
may precede or occur in the absence of surface elec-
trical activity (suggesting the presence of closed-
field neuronal activity).
These data suggest that noninvasive optical imag-

ing possesses the desired characteristics for filling
some of the gaps left by electrophysiological and
imaging data. Specifically, a possible approach to
the problem of describing cortical activity in hu-
mans is a combination of techniques with high tem-
poral resolution (such as electrophysiological meth-
ods) and spatial resolution (such as hemodynamic
techniques). However, this integration is made dif-
ficult by the large gaps at present existing between
methodologies that achieve maximum resolution in
the temporal and spatial domains, respectively.
These gaps derive not only from the different types
of information provided, but also from differential
sensitivity to various types of brain activity. For in-
stance, electrical measures are sensitive only to
open-field activity, while hemodynamic measures
may require the sustained activation of brain areas.
It is possible that using optical methods in combi-
nation with electrophysiological recordings and
fMRI will help fill the gaps existing between cur-
rently available methodologies.
The approach used in the Gratton et al. work re-

viewed in this paper is purely functional and no
attempt was made to quantify absorption and scat-
tering coefficients. This was due, in part, to techni-
cal limitations such as the use of a single wave-
length. However, other laboratories have
successfully used photon migration methods to de-
rive precise spectroscopic measurements of the con-
centration of oxy- and deoxyhemoglobin in the
brain, and reported changes during the perfor-
mance of various tasks.16,24,54,57 Benaron and col-
leagues have recently reported functional quantita-
tive images of brain activity derived in this fashion.
A combination of a quantitative approach with the
use of fast measurements of brain activity may be
4
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very important for the future development of non-
invasive optical imaging of brain function.
In future research, it will be important to address

the following issues:
1. Advancement in the understanding of the basic

mechanisms involved in the fast and slow optical
signals. An initial approach to this problem is to
determine whether these effects are due to absorp-
tion and/or scattering changes in tissue as well as
to explore their relationship with the reflectivity
data obtained from the exposed cortex.
2. Evaluation of the depth information provided

by optical data (especially with respect to the issue
of 3-D reconstruction).
Thus, in conclusion, although noninvasive optical

methods are still evolving, their unique combina-
tion of spatial and temporal resolution appears very
promising in the study of the dynamics of human
brain function.
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