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Abstract. Versatile Video Coding (VVC) is the latest generation of the video coding standard.
In VVC, the advanced quadtree with a nested multitype tree (QTMT) partition structure provides
more flexible coding unit (CU) partition sizes compared with the quadtree (QT) decision tree
structure applied in the previous High Efficiency Video Coding (HEVC) standard. This flexi-
bility, achieved by the new QTMT partitioning improvement, considerably improves the coding
performance while increasing the coding computational complexity caused mainly by the rate
distortion optimization processing. To overcome the complexity issue, a fast deep intra QTMT
decision tree approach based on a convolution neural network (CNN) is adopted to determine the
QTMT depth decision of each 128 × 128 Coding Tree Unit (CTU). The proposed algorithm
predicts both the BT depths at 32 × 32 CUs and the QT depths at 64 × 64 using trained
CNNs designed for each structure instead of processing the RDcost. Experimental results prove
that the suggested deep QTMT approach achieves an important complexity reduction of up to
55.51% compared with the original reference software VTM3.0, with an average of about 35%
encoding time reduction accompanied by an insignificant loss in encoding performance. © The
Authors. Published by SPIE under a Creative Commons Attribution 4.0 International License. Distribution
or reproduction of this work in whole or in part requires full attribution of the original publication, includ-
ing its DOI. [DOI: 10.1117/1.JEI.31.5.053004]
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1 Introduction

With the huge increase of video traffic on the internet and the emergence of new video content,
such as virtual reality, high frame rate, and 360 video with resolutions of up to 4K, 8K, and even
16K, several advanced video compression standards have been developed, mainly by the VCEG
and MPEG groups. This collaboration aims to identify the future generation of video coding.
Therefore, the joint video experts team, established by the VCEG and MPEG groups, standard-
ized a new video codec called Versatile Video Coding (VVC)1 in July of 2020. The VVC stan-
dard is used to improve the coding efficiency of the previous codec High-Efficiency Video
Coding (HEVC)2 by providing a significant gain of about 50% in bitrate with the same video
quality. The latest VVC standard enhances the RD performance at the cost of an increase in
computational complexity caused by the improvement tools added to the VTM reference soft-
ware. The new advanced quadtree with nested multitype tree (QTMT) partition structure is one
of the most complicated improvement techniques compared with the quadtree plus binary tree
(QTBT) decision tree used in the JEM reference software and the quadtree (QT) structure
employed in HEVC.3 In addition to the different square blocks supported by the QT scheme
(128 × 128, 64 × 64, 32 × 32, 16 × 16; and 8 × 8), the VVC encoder provides further rectangular
blocks in the horizontal and vertical splitting directions for the BT and TT structures (32 × 16,
16 × 32, 16 × 8, 8 × 16, 32 × 8, 8 × 32, 32 × 4, 4 × 32, 8 × 4, and 4 × 8) to improve the coding
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units (CUs) partitioning shapes’ flexibility. Thus, a fast QTMT decision algorithm has been
developed to reduce the computational complexity at all intra (AI) configuration in the face
of the large CU partition sizes. Several works on video coding have exploited the popularity
of the deep learning (DL) field to achieve a trade-off between complexity reduction and com-
pression efficiency. In the literature, the DL-based approach results outperform those of the
machine learning-based methods and the statistical-based approaches in video processing.
Recently, the DL algorithms based on the convolution neural network (CNN) have shown
significant coding results in terms of complexity reduction while maintaining almost the RD
performance. This work focuses on developing a fast CU partition method while reducing
the QTMT structure complexity. Therefore, a deep QTMT partitioning algorithm based on the
CNN is designed in this study to minimize the VVC complexity at AI configuration.

In this paper, five parts are introduced as follows. Section 2 studies the related works on
QTBT and QTMT complexity reduction for the VVC standard. Section 3 reviews the QTMT
partition decision process. In Sec. 4, the proposed intra QTMT algorithm applying several
CNNs is described, with different network architectures being designed for the QTand BT struc-
tures in the horizontal and vertical directions. The experimental results of the current approach
are discussed in Sec. 5. Finally, Sec. 6 concludes the present work.

2 Related Works

Several works have been developed in recent years to overcome the VVC complexity and HEVC
standards by providing a trade-off between bitrate, video quality, and encoding time using ML
techniques and deep methods.

For HEVC, an effective block partition decision algorithm in intra-coding4 was implemented
to accelerate the encoding process by developing an early determination of the CU mode deci-
sion and a bypass strategy for a large block size partitioning. This approach reached a maximum
of 67% complexity reduction with almost the same bitrate and quality compared with the original
HM 10.0 software. Another work based on the determination of the CU depth range and on early
termination algorithms was presented by Shen et al.5 to remove the motion estimation (ME) on
unnecessary block sizes. The results demonstrated that the introduced approach reduces the com-
putational complexity with almost the same coding efficiency compared with the original HM
2.0 reference software. In Ref. 6, an adaptive inter-mode decision approach was presented to
reduce the encoding time of the HEVC standard by integrating three strategies including the
early SKIP mode decision, prediction size correlation-based mode decision, and RD cost cor-
relation-based mode decision. The proposed algorithm reduced the computational complexity by
49% to 52% on average with negligible RD performance degradation.

For the VVC standard, the work presented in Ref. 7 introduced a fast intra multitype tree
(MTT) algorithm based on machine learning. The advanced method applied the random forest
models to predict the intra MTT partition and skip the unnecessary ones using visual perception.
The achieved results prove that the algorithm saved an important encoding time while keeping
an effective coding performance. Dong et al.1 suggested an intra-fast mode partition approach
for VVC using both mode selection and prediction termination called adaptive mode pruning
(AMP) and mode-dependent termination (MDT). In fact, the AMP stage deletes nonpromising
prediction modes for the mode selection using various classifiers, and the MDT step skips the
unnecessary prediction of the remaining CU levels. Experimental results demonstrate that the
approach reduced the encoding time by 52% on average with a Bjontegaard bitrate (BDBR)
increase from 0.93% to 1.08%. Yang et al.2 introduced a fast intra-QTMT partitioning algorithm.
A process called “early termination” was developed to determine the QTMT modes using the
decision tree. The algorithm was utilized to control the transition from the given depth to the next
using the different characteristics of each CU. The proposed algorithm reduced computational
complexity by 63% on average with a BDBR increase of 1.93% and a Bjontegaad peak signal-to-
noise ratio (BDPSNR) decrease of 0.11 dB. Another fast decision algorithm was developed at
different CU sizes by Chen et al.8 The approach implemented different SVM classifiers to deter-
mine the QTMT structure. In fact, the CU features were selected to identify the partitioning
directions. Then, these features were applied to train the SVM models at different CU sizes.
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Finally, the trained models were implemented to predict the QTMT partition structure. The pro-
posed algorithm provided a significant gain in coding time, reaching 51.01% with a loss of
1.54% in BDBR. In Ref. 9, Zhang et al. elaborated a fast partition decision approach for a given
CU based on the directed acyclic graph-support vector machine (DAG-SVM) model to reduce
the partition complexity. The features were first extracted by encoding the video sequences on
VTM4.0. These features were then used to train the DAG-SVMmodel. Finally, the classifier was
implemented on VTM4.0 to predict the optimal partitioning modes. The results indicated that the
proposed method saved 54.74% in coding time with a loss of 0.93% in BDBR. A fast method
based on the CU partition and the intra-mode prediction was developed by Zhang et al.10 This
method included two strategies: a fast CU partition using the random forest classifier (RFC)
model and a fast intra-prediction mode using the texture of regions. The algorithm was based
on splitting a given CU with the RFC and analyzing its energy with four predefined prediction
modes using the region features to skip unnecessary intra-prediction modes. The results indi-
cated that the presented algorithm achieved a gain of 54.91% in encoding time accompanied by a
loss of 0.93% in BDBR. In Ref. 11, Wu et al. introduced an SVM classifier for the intra-partition
module. The algorithm removed the redundant partitions using the different textures of each
block with several SVM classifiers being developed for different block sizes. Threshold values
were set for each classifier to balance the coding complexity with the RD performance. This
proposed approach helped to reduce the coding time from 30.78% to 63.16% with an increase
from 1.10% to 2.71% in BDBR.

For the deep methods, several DL algorithms have been developed at the partitioning module
using the neural network. Jin et al.12 generated an intra QTBT partitioning approach based on the
CNN. The classifier was implemented to predict the QTBT partitioning decision of each block
sized 32 × 32, minimizing the RD cost computational complexity. The presented method offers
a gain of about 42% in coding time with a loss of about 0.69% in BDBR. Also, Amna et al.13

suggested a fast QT partition algorithm based on a CNN model by predicting the decision tree of
each block instead of applying the rate distortion optimization (RDO) process. This approach
developed a CNN architecture using the three partition levels of the QT structure for a better intra
QTBT structure performance. Experimental results showed that this method decreased the cod-
ing time by 35% on average with a BDBR rise of 1.7%. Another work based on determining the
adaptive CU partition was introduced in Ref. 14 using a neural network called pooling-variable
CNN. The approach computed the residual CU gradient to select the appropriate QTMT deci-
sion. Three decisions were used: dividing the given CU, not dividing it, or applying the pooling
CNN to make the partitioning decision tree. This algorithm reduced the computational complex-
ity by 33% with an increase of 0.99% in BDBR. Tissier et al. developed another work based on a
CNN to overcome the complexity of the partitioning module. The CNN architecture model was
inspired by the ResNet network.15 The CNN was used to analyze the CUs texture sized 64 × 64

and predict a vector of probabilities for the different boundaries of blocks 4 × 4. From these
probabilities, a split probability was derived and compared with a predefined threshold value.
The proposed method minimized the coding complexity by about 51% with an increase of 1.45%
in bitrate. In Ref. 16, a network called multi-stage exit-CNN (MSE-CNN) was created to predict
the intra QTMT partitioning structure. The MSE-CNN model predicted the CU decision tree by
avoiding the Rdcost function through a multithreshold decision. The approach achieved a gain of
44.65% and 66.88% in encoding time with a BDBR increase of 1.322% and 3.188%, respec-
tively, using two different threshold values. In Ref. 17, Tech et al. elaborated a fast intra-partition
approach for the VVC encoder. A CNN was created to reduce the number of partition modes
tested while maintaining the RD performance. The neural network estimated the parameters that
limited the horizontal and vertical MTT partitions for each block sized 32 × 32. The proposed
CNN was stimulated by the ResNet model15 with a luminance block input sized 32 × 32.
Experimental results showed a reduction in encoding time of about 50% with a loss of
0.9% in BDBR. In Ref. 18, a multibranch CNN approach based on intra QTMT partitioning
was presented to deal with computational complexity. The approach aimed to predict the depth
of the QTMT partitioning for each block of size 32 × 32 by applying two phases. Indeed, The
CNN was used to predict the QT depth and determine the TT mode decision. Then, these pre-
diction depths were adopted to ignore some QTMT partition combinations. The outcomes
showed that the presented method reached a gain of 42.34% in coding time and a loss of
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0.71% in BDBR compared with VTM6.1. In Ref. 19, Abdallah et al. developed a fast intra
QTMT decision tree based on a neural network called early-terminated hierarchical CNN
(ETH-CNN). The proposed algorithm predicted the QT partition depth of the CU 64 × 64 based
on the partition decision of splitting or skipping the current CU. The current method reduced the
encoding complexity by 32.96% accompanied by an increase in bitrate of 4.18% and a decrease
of 0.18 dB in quality.

3 Overview of QTMT Partitioning Structure

In the VVC standard, each image is first split into square CTU blocks. The CTU within the
QTMT structure is set to 128 × 128, which can be partitioned into different CU shapes. Each
CU is presented under square blocks by the QT structure or rectangular blocks given by the
added MTT partition structure.

The QT mode depths range from a 128 × 128 initial depth denoted QT0 to 8 × 8. In addition,
the MTT decision mode includes BT and TT modes in horizontal and vertical splitting directions
with block sizes ranging from 32 × 32 to 4 × 4. As detailed in Fig. 1, the CTU is first split
into four square leaf nodes sized 64 × 64 corresponding to a QT depth of 1 denoted QT1.
Then, each 64 × 64 CU is divided by the QT structure until reaching a 8 × 8minimum QT shape,
where the QT depth ranges from 1 to 4.

At the QT depth denoted QT2, the CU 32 × 32 can be partitioned by the BT and TT modes
while respecting the maximum MTT depth fixed at 4. At this level, these modes have a depth
equal to zero denoted BT0 and TT0, respectively. For the BT partition, the BT depth is varied
from 0 to 4, producing a horizontal binary tree (BTH) and vertical binary tree (BTV) block
partitioning and respecting the minimum MTT size 4 × 4 as presented in Fig. 1. Similarly,
the TT depth range can reach TT4 for the TT partition, generating horizontal ternary tree (TTH)
and vertical ternary tree (TTV) structures. In the case of the MTT partition structure starting,
a rectangular block size is produced and the use of the QT structure is thus forbidden.

To select the optimal QTMT decision tree, the RDO process is applied for all CU sizes until
the minimum size is obtained. The RDcost is first calculated for all block sizes. Then, the QTMT
partition with the minimum RDcost is selected as an optimal decision tree.

4 Proposed Intra-QTMT Partition Algorithm

In this paper, an overall approach based on a deep QTMT partitioning decision for intra-coding is
introduced to overcome computational complexity caused by the RDO processing. The overall
approach focuses mainly on both the QT structure and the BT partition in the horizontal and
vertical directions. Therefore, a CNN, named ETH-CNN, used from the state-of-the-art method
is implemented at the QT mode, and two other CNNs called CNN-BTH and CNN-BTV are
proposed to predict the BTH and BTV mode decisions, respectively.

4.1 Intra-Partition Algorithm Based on QT Structure

For the QT algorithm,19 a deep network called ETH-CNN20 is implemented in the QTMT
processing to reduce the computational complexity caused by the QT structure.

As shown in Fig. 2, the ETH-CNN architecture is developed according to the three QT par-
titioning levels 64 × 64, 32 × 32, and 16 × 16. In each level, the luminance component 64 × 64 is
preprocessed through two layers to decrease the variation of the input samples and to generate
the corresponding QT partition level. Then, the preprocessing output is convoluted with three
convolution layers to extract the various features of all CUs. In the first convolution layer, the
low features of the splitting block are generated using 16 filters. The two following layers are
designed to determine the high block features with 24 and 32 filters, respectively. Next, the high
extracted features of the three levels are concatenated into one vector, which passes through
a fully connected module to predict the decision tree map of each CU sized 64 × 64.

The ETH-CNN is retrained under our extracted database using the original VTM3.0 refer-
ence software to construct the partition map, which generates the QT decision depth of all
64 × 64 CUs as an output.

Abdallah et al.: Fast mode decision for CU coding based on CNN for the VVC standard

Journal of Electronic Imaging 053004-4 Sep∕Oct 2022 • Vol. 31(5)



At each level, a splitting probability is predicted to decide whether or not to split the current
block into square CUs. To boost the algorithm performance, a bithreshold decision is used at
each level to balance the encoding complexity with the compression performance. At the three
CUs sized 64 × 64, 32 × 32, and 16 × 16, the predicted probability is compared with the pre-
defined bithreshold as presented in Fig. 3. Two decisions are introduced: whether the current CU
is divided into four square blocks directly without calculating the RDcost and checking the MTT
modes or whether it skips the QTmode and allows for rectangular splitting. When the probability
ranges between the bithreshold values, the RDcost metric is computed at the whole parti-
tion mode.

The proposed algorithm can reduce the encoding complexity of the QTMT module by apply-
ing the ETH-CNN to predict the QT depth instead of the RDO process.

Fig. 1 QTMT partition structures.
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4.2 Intra-Partition Algorithm Based on BT Structure

For the BTH algorithm,21 a CNN named CNN-BTH is proposed to optimize the intra-BTH
splitting decision. In this part, we mainly focus on the three BTHs sized 32 × 32, 32 × 16, and
32 × 8 with BTH depths ranging from 0 to 2.

Therefore, our CNN-BTH architecture is developed under these three levels starting with an
input block sized 32 × 32 as shown in Fig. 4. The input samples pass through three layers named
preprocessing layers, convolutional layers, and fully connected layers. After the preprocessing
step, the resulted 32 × 32, 32 × 16, and 32 × 8 BTH levels are convoluted with three layers to
extract the different characteristics for all levels. After concatenating the generated features, three
fully connected layers are applied to predict the BTH partition map of each 32 × 32 CU.

Fig. 2 ETH-CNN architecture.

Fig. 3 Flowchart of QTMT partitioning based on ETH-CNN.
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In the first stage, an image database is collected from an open database22 and then coded with
the original VTM3.0 reference software at the AI configuration to build the intended dataset. The
image database is coded under four quantization parameters (QPs) with values 22, 27, 32, and 37
to generate the different BTH depths of each CU sized 32 × 32.

In the next stage, the proposed CNN-BTH network is trained under our database depths. Four
models are created and then implemented in the developed algorithm to predict the BTH par-
tition depth at each block sized 32 × 32. Figure 5 shows the BTH process at 32 × 32, 32 × 16,
and 32 × 8, where a partition probability is predicted at each block. When the probability is
higher than the fixed threshold, the current CU is split directly into two rectangular blocks
in the horizontal direction, skipping both the RDcost computation and QT, BTV, TTH, and
TTV modes verification.

Fig. 4 CNN-BTH network architecture.

Fig. 5 Flowchart of QTMT partitioning based on CNN-BTH.
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For the BTValgorithm,21 a new convolution model called CNN-BTV is created according to
the three partition levels sized 32 × 32, 16 × 32, and 8 × 32. Its architecture is similar to the
CNN-BTH model as shown in Fig. 6, in which the output layer predicts the CU partition struc-
ture in the vertical direction producing 1, 2, and 4 partitioning probabilities at 32 × 32, 16 × 32,
and 8 × 32 CUs, respectively. Before integrating the CNN-BTV, it is necessary to train the split
or not split decision at each level from our generated database. The latter contains all of the
32 × 32 CUs BTV depths extracted from the original VTM3.0 algorithm. The trained CNN-
BTV model is then implemented in the QTMT module to optimize the RDcost processing as
shown in Fig. 7, for which a decision of whether splitting the current block directly or activating
the RDO process is taken at the CUs sized 32 × 32, 16 × 32, and 8 × 32.

Fig. 6 CNN-BTV network architecture.

Fig. 7 Flowchart of QTMT partitioning based on CNN-BTV.
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4.3 Overall Proposed QTMT Algorithm Based on CNN

In this work, an intra-partition decision tree algorithm is proposed to determine the QTMT struc-
ture based on the three CNNs called ETH-CNN, CNN-BTH, and CNN-BTV.

The used configuration of each deep neural network structure is detailed in Table 1, which
presents the different input sizes, the number of filters, the kernel sizes for convolution, and
the type of activation layers. As detailed in Table 1, each model includes three convolutional
layers and three fully connected layers divided into two hidden fully connected layers and one
output layer. It is noted that the activation function rectified linear units (ReLU)23 is used at
the convolutional and hidden fully connected processing, whereas the output fully connected
unit is activated using the sigmoid function to generate the binary labels at each level. In fact,
the ETH-CNN output contains 1, 4, and 16 binary labels at levels 1, 2, and 3, respectively,
whereas the CNN-BTH and CNN-BTV outputs provide 1, 2, and 4 binary elements.

After training, these CNN models are implemented in the VTM3.0 reference software to
handle the QTMT partitioning complexity at the QT and BT structures as presented in the
following part.

At the CU sized 64 × 64, the ETH-CNN is implemented to predict the QT structure until
arriving at the 8 × 8 size. In addition to the ETH-CNN model, the CNN-BTH and CNN-
BTV networks are integrated at the 32 × 32 level to finally predict the QTMT decision tree
at each CTU sized 128 × 128. The ultimate QTMT decision is based on a bithreshold used
at each level o achieve a trade-off between the RD performance and the complexity reduction.
Therefore, different bithresholds named [α1, α2], [α3, α4], and [α5, α6] are used at 64 × 64,
32 × 32, and 16 × 16, respectively, for the QT structure and at 32 × 32, 32 × 16, or 16 × 32 and
32 × 8 or 8 × 32 for the BT structure, respectively. The proposed intra-QTMT approach is
described in Fig. 8 and explained as follows:

Table 1 Configuration of implemented networks ETH-CNN, CNN-BTH, and CNN-BTV.

Networks Layers Input size Number of filters Kernel size Activation

ETH-CNN Convolution 1 Level 1 16 × 16 16 4 × 4 ReLU

Level2 32 × 32 16 4 × 4

Level3 64 × 64 16 4 × 4

Convolution 2 Level 1 4 × 4 24 2 × 2 ReLU

Level2 8 × 8 24 2 × 2

Level3 16 × 16 24 2 × 2

Convolution 3 Level 1 2 × 2 32 2 × 2 ReLU

Level2 4 × 4 32 2 × 2

Level3 8 × 8 32 2 × 2

Fully connected 1 Level 1 2688 ReLU

Level2 2688

Level3 2688

Fully connected 2 Level 1 64 ReLU

Level2 128

Level3 256

Fully connected 3 Level 1 48 Sigmoid

Level2 96

Level3 192
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Table 1 (Continued).

Networks Layers Input size Number of filters Kernel size Activation

CNN-BTH Convolution 1 Level 1 32 × 8 16 4 × 4 ReLU

Level2 32 × 16 16 4× 4

Level3 32 × 32 16 4 × 4

Convolution 2 Level 1 24 2 × 2 ReLU

Level2 24 2 × 2

Level3 24 2 × 2

Convolution 3 Level 1 4 × 1 32 1 × 1 ReLU

Level2 4 × 2 32 1 × 1

Level3 4 × 4 32 1 × 1

Fully connected 1 Level 1 1568 — — ReLU

Level2 1568

Level3 1568

Fully connected 2 Level 1 64 ReLU

Level2 128

Level3 256

Fully connected 3 Level 1 48 Sigmoid

Level2 96

Level3 192

CNN-BTV Convolution 1 Level 1 8 × 32 16 4 × 4 ReLU

Level2 16 × 32 16 4 × 4

Level3 32 × 32 16 4 × 4

Convolution 2 Level 1 — 24 2 × 2 ReLU

Level2 — 24 2 × 2

Level3 — 24 2 × 2

Convolution 3 Level 1 4 × 1 32 1 × 1 ReLU

Level2 4 × 2 32 1 × 1

Level3 4 × 4 32 1 × 1

Fully connected 1 Level 1 1568 — — ReLU

Level2 1568

Level3 1568

Fully connected 2 Level 1 64 ReLU

Level2 128

Level3 256

Fully connected 3 Level 1 48 Sigmoid

Level2 96

Level3 192
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Step 1: The current 128 × 128 CTU is split into four 64 × 64 sub-blocks directly without
calculating the RDcost. At each 64 × 64 level, the ETH-CNN determines whether or
not to divide the current CU by the QT structure according to a bithreshold [α1, α2].

Step 2: At the 64 × 64 level, if the probability predicted by the ETH-CNN named prob-qt > α2,
the 64 × 64 CU is split directly into four 32 × 32 sub-blocks. If prob-qt < α1, the current CU
is not divided via the QT structure. Because the maximum size of the MT structure is set to
32 × 32, the partition processing is completed at this level. If α1 < prob − qt < α2, the
RDcost is computed at the CU 64 × 64.

Step 3: At the 32 × 32 level, the three networks ETH-CNN, CNN-BTH, and CNN-BTV are
integrated to predict the partition probabilities and are denoted prob-qt, prob-bth, and prob-
btv, respectively. In this case, a comparison is applied to determine the best partition scheme at
the 32 × 32 CU. If the conditions prob-qt > prob-bth and prob-qt > prob-btv are verified, the
partition processing is pursued through the ETH-CNN. If prob-bth > prob-qt and prob-bth >
prob-btv, then the decision tree at 32 × 32 is determined by the CNN-BTH network.

If the previous conditions are not verified, the CNN-BTV network is applied to select the
partition structure of the current CU.

Fig. 8 Flowchart of CNNs-based QTMT partition.

Abdallah et al.: Fast mode decision for CU coding based on CNN for the VVC standard

Journal of Electronic Imaging 053004-11 Sep∕Oct 2022 • Vol. 31(5)



5 Experimental Results

5.1 Experimental Conditions

To evaluate the efficiency of the proposed approach in terms of encoding time and RD perfor-
mance, the simulations were executed under the VTM3.0 reference software.24 The performance
of our algorithm was evaluated on 22 videos with six different resolutions. Thus, six classes
introduced by the joint collaborative team on video coding were tested25 including classes
A1 (3840 × 2160), A2 (3840 × 2160), B (1920 × 1080), C (832 × 480), D (416 × 240), and
E (1280 × 720), where the ultra high definition (UHD) video sequences of classes A1 and
A2 are defined by the VVC standard and classes B to E are previously used in the HEVC codec.
The number of frames taken in each video sequence is equivalent to 161. These frames were
coded with a QP value varying between 22, 27, 32, and 37 at the AI configuration. Experimental
results were conducted on a Windows 7 OS platform with Intel ® E5-1620 v3 @ 3.50 GHz CPU
and 32 GB RAM. The resulted coding performances are highlighted in Tables 2 and 3, where the
encoding time is defined on ΔT, the RD performances are evaluated on ΔBR, BDBR,26 ΔPSNR,
and BDPSNR.26 ΔT, ΔBR, and ΔPSNR are calculated as

Table 2 Evaluation of ΔBR, ΔPSNR, and ΔT of the proposed
algorithm compared with the original software VTM3.0.

Class Sequence ΔBR (%) ΔPSNR (dB) ΔT (%)

A1 Tango2 3.27 −0.027 −55.51

FoodMarket4 3.9 −0.027 −42.55

Campfire 1.74 −0.073 −40.89

A2 Catrobot1 2.47 −0.048 −50.61

DaylightRoad2 2.6 −0.051 −54.4

ParkRunning3 2.23 −0.071 −21.45

Average 2.70 −0.049 −44.24

B BasketballDrive 2.83 −0.05 −48.12

BQTerrace 1.62 −0.039 -30.7

Cactus 1.48 −0.023 −30.78

Kimono 2.39 −0.026 −35.94

ParkScene 1.37 −0.032 −35.42

C BasketballDrill 1.37 −0.049 −26.51

BQMall 1.6 −0.048 −25.79

PartyScene 0.9 0.033 −25.32

RaceHorsesC 1.22 −0.024 −29.36

D BasketballPass 2.21 −0.089 −31.34

BlowingBubbles 0.2 −0.036 −24.08

RaceHorses 1.04 −0.023 −21.95

E FourPeople 2.07 −0.061 −37.77

Johnny 2.45 −0.09 −33.4

KristenAndSara 2.61 −0.053 −31.64

Average 1.69 −0.04 −31.21

Average 1.97 −0.043 −34.93

Note: The bold characters are used to highlight the average results.
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EQ-TARGET;temp:intralink-;e001;116;254ΔTð%Þ ¼ TðpÞ − TðoÞ
TðoÞ × 100; (1)

EQ-TARGET;temp:intralink-;e002;116;206ΔBRð%Þ ¼ BRðpÞ − BRðoÞ
BRðoÞ × 100; (2)

EQ-TARGET;temp:intralink-;e003;116;171ΔPSNRðdBÞ ¼ PSNRðpÞ − PSNRðoÞ; (3)

where BRðpÞ, PSNRðpÞ, and TðpÞ represent the bitrate, the quality, and the coding time of
the proposed algorithm, respectively. BRðoÞ, PSNRðoÞ, and TðoÞ correspond to the bitrate,
the quality, and the coding time of the original algorithm, respectively.

5.2 Experimental Results

Table 2 illustrates the coding performance of our proposed mode decision approach compared
with the original VTM3.0 reference software in terms of ΔBR, ΔPSNR, and ΔT.

Table 3 Proposed algorithm performance BDBR and BDPSNR
compared with VTM3.0.

Class Sequence BDBR (%) BDPSNR (dB)

A1 Tango2 4.54 −0.06

FoodMarket4 5.02 −0.14

Campfire 3.51 −0.1

A2 Catrobot1 4.14 −0.1

DaylightRoad2 3.65 −0.08

ParkRunning3 2.75 −0.13

Average 3.93 −0.1

B BasketballDrive 4.5 −0.11

BQTerrace 2 −0.09

Cactus 1.98 −0.06

Kimono 3.08 −0.1

ParkScene 2.23 −0.09

C BasketballDrill 2.38 −0.1

BQMall 2.48 −0.13

PartyScene 1.52 −0.11

RaceHorsesC 1.73 −0.1

D BasketballPass 4.07 −0.22

BlowingBubbles 0.84 −0.04

RaceHorses 1.55 −0.09

E FourPeople 3.60 −0.19

Johnny 4.96 −0.19

KristenAndSara 3.8 −0.16

Average 2.71 −0.11

Average 3.06 −0.11

Note: The bold characters are used to highlight the average results.
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It can be observed that our deep QTMTalgorithm brings a considerable gain in encoding time
of about 35% on average accompanied by a negligible RD performance degradation of only
1.97% in ΔBR and 0.043 dB in ΔPSNR, which does not exceed 0.1%.

In addition, UHD classes A1 and A2 reduce the encoding complexity by 44.24% on average
with a slight ΔBR increase of 2.7% and a negligible ΔPSNR degradation of 0.049 dB. For video
sequences from classes B to E, 31.21% of complexity reduction is reached with only a loss of
1.69% and 0.04 dB in bitrate and quality, respectively.

In terms of encoding time saving, the video sequence Tango2 from class A1 results in a
maximum complexity reduction of 55.51% accompanied by a rise of 3.27% in ΔBR and a
decrease of 0.027 dB in ΔPSNR. The presented results can be explained by the high resolution
of Tango sequence that tends to be partitioned into larger CUs, where less partition modes are
checked due to the best decision taken by the used models.

In can be seen from the experimental results that the ParkScene video sequence reaches the
best trade-off between complexity reduction and RD performance. In fact, it attains an important
gain in coding time of 35.42% with an acceptable loss in bitrate and quality of only 1.37% and
0.032 dB, respectively. This result is confirmed by the training database resolutions, which are
mainly composed of 1/2 images with HD resolutions. The video ParkScene also contains homo-
geneous blocks.

The worst case is observed for the Johnny video from class E, for which the ΔBR increase
can reach 2.45% with a ΔPSNR decrease of 0.09 dB while it saves a significant encoding time of
33.4%. The Johnny video sequence is marked by its textured region that needs to be split into
smaller CUs. Thus, the time saving with the quality degradation may be interpreted by the false
prediction of the CNNs.

All of the presented results can be explained by the fixed bithreshold values at each level,
where these thresholds are employed in the intra-partition process to determine whether the cur-
rent CU should be partitioned or not. Multivariations of the bithreshold are tested under various
videos to choose the best values according to the trade-off between the bitrate, the quality, and
the computational complexity. So, experimental results are mainly based on the probabilities
predicted by the CNNs and the bithreshold values.

The encoding performance of the implemented algorithm in terms of bitrate and quality is
further evaluated through BDBR and BDPSNR as indicated in Table 3.

It is noted that an acceptable increase in BDBR of 3.06% on average is reached with a little
quality degradation of 0.11 dB imperceptible by the human eye. In fact, in the best case, the
video sequences from classes A1 and A2 show a negligible quality degradation of 0.1 dB on
average, varying from 0.06 to 0.14 dB, and an adequate increase of 3.93% on average. Even for
videos from classes B to E, the degradation is satisfactory by 2.71% in terms of BDBR and
0.11 dB in BDPSNR varying from 0.04 to 0.22 dB.

All of the previous results prove that our proposed QTMT partition decision for CU coding
achieves a balance between the computational complexity and the RD performance.

5.3 Performance Comparison with Previous Works in VVC

To assess the coding efficiency of the proposed approach for intra-CU partitioning compared
with the state-of-the-art methods, Table 4 compares the results obtained in this paper with those
of the previous algorithms namely Amna et al.,13 Tang et al.,14 Amestoy et al.,28 Liu et al.,29 and
Fu et al.27

The developed approach outperforms the VVC algorithms including Amna et al.,13 Tang
et al.,14 Amestoy et al.,28 and Fu et al.27 in terms of computational complexity reduction.
Compared with machine learning methods, namely Refs. 27 and 28, the proposed method min-
imizes the encoding time by 5.15% and 6.79, respectively. In addition, our algorithm saves about
35% of encoding time with a high BDBR increase compared with 33.85%13 and 33.41%14 in
CNN works. It can be concluded that our algorithm achieves an important complexity reduction
at the cost of an acceptable BDBR increase. Moreover, the developed work2 implemented on
VVC saves 56.49% on average at the expense of a 4.41% BDBR increase and a degradation of
0.17 dB in BDPSNR. In fact, the proposed QTMT partition decision outperforms the previous
work in terms of video quality by 0.06 dB and encoding bitrate by 1.35% accompanied by less
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encoding time saving. These results can be considered to be a compromise between the computa-
tional complexity and the coding efficiency. This comparison with the state-of-the-art methods
proves that the proposed algorithm is efficient as it realizes an important encoding time with an
acceptable decrease in coding efficiency.

6 Conclusion

This paper presents an intra-fast mode decision algorithm for the VVC standard based on CNN
to reduce the computational complexity of the QTMT partitioning process. A QTMT partition
method is introduced to predict the QT depth at each CU 64 × 64 and the BT depth at CU sized
32 × 32 in the horizontal and vertical directions instead of the RDO processing using different
CNNs. This approach is able to save a significant encoding time of up to 55.51% compared with
the original VTM3.0 reference software, with a gain of 34.93% on average accompanied by an
acceptable BDBR increase and a negligible video quality degradation. Our algorithm shows
good results in encoding efficiency and complexity reduction compared with the state-of-
the-art methods. To enhance the RD performance and the time saving of the proposed approach,
we will mainly focus on adjusting the choice of the bithreshold values in future work.
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