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Abstract. The optical attenuation coefficient (OAC) reflects the optical properties of various tissues or tissues
of the same type under different physiological conditions. Quantitative measurement of OAC from optical
coherence tomography (OCT) signals can provide additional information and can increase the potential for OCT
applications. We present an optimized depth-resolved estimation (ODRE) method that derives a precise map-
ping between the measured OCT signal and the OAC. In contrast to previous depth-resolved estimation
(DRE) methods, the optimized method can estimate the OAC in any depth range and ignore whether the light
is completely attenuated. Numerical simulations and phantom experiments are used to verify its validity, and this
method is applied to detect cerebral damage. In combination with OCT angiography, real-time observation of the
change of blood perfusion and the degree of cerebral damage in mice with focal cerebral ischemia provides
important information to help us understand the temporal relationship between brain damage and ischemia.
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1 Introduction
Optical coherence tomography (OCT) is a promising noninva-
sive imaging modality in vivo for label-free three-dimensional
tissue imaging in vivo.1 In recent years, methods for calculating
attenuation coefficients from OCT signals to identify various
tissue types and obtain their pathological status information
have begun to attract the attention of scholars. This idea first
came from ultrasonic imaging.2 When the ultrasound or infrared
light penetrate the tissue, the intensity decays exponentially,
and therefore the attenuation coefficient reflects the acoustic/
optical characteristics of different tissues or the same type of
tissues under different physiological conditions. According to
some basic research, due to the lack of oxygen and energy, cer-
ebral ischemia is accompanied by changes in cellular morphol-
ogy, which optical attenuation coefficient (OAC) is sensitive
to. Consequently, OAC increases during cerebral ischemia.3

Observations of ischemia tissue by transmission electron
microscopy suggest that the increase in OAC is due to deforma-
tion or enlargement of mitochondria and dendrites expansion.4

Through quantitative measurement of OAC, cerebral tissue
damaged by ischemia can be effectively labeled and evaluated.
This method provides additional information and increases the
potential of OCT in exploring cerebral infarction.

The calculation of OAC from OCT signals is usually per-
formed by fitting an exponential curve through OCT depth

profiles. Nevertheless, this method requires precise layering,
and the OACs of different layers are obtained separately.5,6

Because the curve-fitting method needs to be performed within
a certain depth range, the image should only contain one tissue
type, or the region of interest (ROI) must be selected before
fitting the curve. However, the selection of ROI may have a neg-
ative impact on the fitting results, so this method may be very
limited in practical applications. Some other improvements have
also been proposed, including, for example, the axial point
spread function (PSF),7 but none so far has fundamentally dealt
with the limitations of the curve-fitting approach.

Recently, a depth-resolved estimation (DRE) method has
been developed to convert each pixel of an OCT signal to a cor-
responding OAC value.8 This method estimates OAC with much
higher resolution by modeling OCT signals based on single scat-
tering by tissue and provides per-pixel OAC values without prior
layering. However, increasing errors are observed near the end
of the imaging depth range. In addition, it does not take the OCT
noise floor into account, which may affect the accuracy of the
OAC estimation. Baran et al.9,10 combine the DRE method with
the en face sorted average intensity projection (sAIP) method
and calculate the average OAC for a specific en face location.
They observe changes in the OAC of cerebral cortex during cer-
ebral ischemia-reperfusion in mice and find that, during occlu-
sion, the average OAC in the ischemic region is greater than the
baseline condition. After reperfusion, the average OAC at the
middle cerebral artery (MCA) side still keeps increasing signifi-
cantly despite partial blood flow recovery.9,10 This study pre-
liminarily demonstrates the potential of OCT in determining*Address all correspondence to Zhenhe Ma, E-mail: mazhenhe@163.Com
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the area of cerebral infarction. But the algorithm itself has not
been improved.

In this paper, we propose an optimized depth-resolved esti-
mation (ODRE) method to reduce the errors when estimating
OAC. Numerical simulations and phantom experiments are used
to verify its validity. We also apply this method to define the
degree of cerebral damage. The changes in blood perfusion and
the degree of brain injury in mice with focal cerebral ischemia
are observed in real time, and the relationship between the two is
analyzed.

2 Optical Coherence Tomography System
and Signal Processing

In this study, a spectral-domain OCT (SD-OCT) system was
employed, which is similar to our previous work.11,12 Briefly,
a superluminescent diode with a central wavelength of 1310 nm
and a bandwidth of 65 nm was used as a light source, providing
an ∼8.9-μm axial resolution in the tissue. In the sample arm, an
achromatic lens with 30-mm focal length was used to achieve
theoretical lateral resolution of ∼9 μm. The data were acquired
with 125 frames per second, where each B-frame datum was
composed of 400 A-lines covering ∼1.5-mm total distance.
The slow axis (C-scan), consisting of 2000 B-frames, covers the
same distance by repeatedly scanning five times at each position
(a total of 400 locations). In SD-OCT, the presence of a fixed-
pattern noise results in strong erroneous horizontal lines on the
image, which usually comes from the non-flatness of the refer-
ence spectrum that is to be interfered with the signal light. It may
also be produced by optical interferences that occur in the
middle of the optical pathway of the reference light. It can
be removed by generating a reference spectrum through record-
ing the reference arm spectrum or averaging many spectra of an
actual measurement.13 However, recording a reference spectrum
is not always convenient and effective,14 so we used the latter.
Each interferometric spectrum is subtracted by the mean spec-
trum to remove the static component. This method is popular for
SD-OCT, due to its simple practical implementation and inher-
ent immunity to reference changes.

OCT signal intensity is affected by the focus location.
Therefore, the confocal properties of the OCT system must
be taken into account when extracting OAC quantitatively.
Recently, Faber et al. derived the general expression of the con-
focal axial PSF,15,16 which is described as

EQ-TARGET;temp:intralink-;e001;63;277IðzÞ ∝ hðzÞ · e−2μz; (1)

EQ-TARGET;temp:intralink-;e002;63;246hðzÞ ¼
��

z − zcf
zR

�
2

þ 1

�
−1
; (2)

where μ is the OAC and z is the signal depth. The function hðzÞ is
the axial PSF, zcf is the position of the confocal gate, and zR is the
“apparent” Rayleigh length used to characterize the axial PSF:

EQ-TARGET;temp:intralink-;e003;63;173zR ¼ απnw2
0∕λ; (3)

wherew0 is the minimum beam radius, λ is the center wavelength
of the light source, n is the refractive index (we used n ¼ 1.353),
and α is used to distinguish specular reflection (α ¼ 1) from dif-
fuse reflection (α ¼ 2). In this paper, zR ≈ 129 μm. The bias
could be removed by dividing it by axial PSF hðzÞ.17 To visualize
the volumetric microvasculature down to the capillary level, an
OCT angiography technique was utilized.

3 Optical Attenuation Coefficient Estimation

3.1 Depth-Resolved Estimation

Vermeer et al.8 introduce the model as shown in Eq. (4), where
I½z� is the OCT signal of a pixel and μ½z� is the OAC, both at
depth z, and Δ is the pixel size (usually related to the axial
resolution of the OCT system):

EQ-TARGET;temp:intralink-;e004;326;669μ½z� ¼ I½z�
2Δ

P∞
i¼zþ1 I½i�

: (4)

By using this equation, the mapping relationship between the
OCT signal intensity and the OAC is established. For the DRE
method, the number of pixels available for calculation is limited
due to the limited detection depth of the OCT system. Therefore,
the OAC should be approximated as

EQ-TARGET;temp:intralink-;e005;326;569μ½z� ≈ I½z�
2Δ

P
N
i¼zþ1 I½i�

; (5)

where N is the number of the pixels within a limited depth.
The one problem with DRE is that the approximate processing
of OAC is impractical. In Vermeer et al.’s model, the boundary
condition is Ið∞Þ ¼ 0, which means that the detection depth is
infinite. However, in the actual environment, it is apparent that
infinite depth is impossible. In this case, the DRE model uses a
finite depth N instead of∞, assuming that the light decays com-
pletely in a limited range of penetration. For small depths, it
means that z is small enough,

P
N
i¼zþ1 I½i� ≈

P∞
i¼zþ1 I½i� can be

considered satisfactory. As z increases, the difference between
z and N decreases, resulting in an increase in the difference
between

P
N
i¼zþ1 I½i� and

P∞
i¼zþ1 I½i�, which is regarded to be

an error. When z ¼ N − 1, the error peaks.
Another problem is that the DRE method has not taken the

OCT noise floor into account. The noise floor includes electrical
noise of the photodetector, shot noise, and relative intensity
noise from the reference arm light.18 If the OCT signal is fully
attenuated when it reaches the depth zS, then all of the depths
from zS þ 1 to N may be noise. The DRE method adds a large
amount of noise to the denominator of Eq. (5), and the resulting
OAC may be smaller than it should be. In this paper, we propose
the ODRE method to solve these problems.

3.2 Optimized Depth-Resolved Estimation

The DRE method is suitable for the boundary condition
Ið∞Þ ¼ 0, so Eq. (4) can be used for subsequent calculations
and the OAC for the last point N should be expressed as

EQ-TARGET;temp:intralink-;e006;326;215μ½N� ¼ I½N�
2Δ

P∞
i¼Nþ1 I½i�

; (6)

where the equation can be rewritten as

EQ-TARGET;temp:intralink-;e007;326;1592Δ
X∞

i¼Nþ1

I½i� ¼ I½N�
μ½N� : (7)

With this equation, we can supplement the data after the last
point N, because

P∞
i¼zþ1 I½i� can be split into

P
N
i¼zþ1 I½i� andP∞

i¼Nþ1 I½i�. Equation (4) can be rewritten as
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EQ-TARGET;temp:intralink-;e008;63;752μ½z� ¼ I½z�
2Δ

P
N
i¼zþ1 I½i� þ 2Δ

P∞
i¼Nþ1 I½i�

¼ I½z�
2Δ

P
N
i¼zþ1 I½i� þ I½N�

μ½N�
; (8)

where μ½N� in Eq. (8) is unknown. To determine it, a piece of
data was intercepted from the ranging depth of the system and
then fitted with an exponential curve (as shown in Fig. 3). The
fitting model is y ¼ a · expð−2μzÞ þ b. The fitted result μ is the
average attenuation coefficient of this piece of data and can be
considered as the best approximation of μ½N�. The following is
a detailed description of each step of the algorithm:

1) Surface location: The surface position was determined
independently for each A-scan by using the moving
summation window method proposed in literature.9

This method detects the first peak intensity of the sum-
mation of a moving window, and the highest peak of
the moving window array would be the top surface
pixel of the cortex.

2) Signal cropping: After surface location, we select a
specific depth range within the sample for data analy-
sis. To avoid the effect of the noise floor on the OAC,
the OCT signal in this depth range should generally
have a signal-to-noise ratio (SNR) of 5 dB higher than
the noise floor.19 Figure 1 shows an example of OCT
signal cropping. The black curve is a typical average
OCT signal of a mouse cerebral cortex. The blue curve
indicates the noise floor measured with the reference
light only. The red curve represents the position that is
5 dB above the noise floor. The small black square is
where the signal is cropped.

3) Fitting length determination: Before fitting the end-of-
line data of the cropped OCT signal, we also need to
determine the fitting length. To find the best pixel
number required to produce a reasonable curve fitting
result, signals with different lengths at the bottom layer
are tested. The fitting results are shown in Fig. 2.

As can be seen from Fig. 2, with the increase in the
number of pixels, the standard deviation of the obtained
OAC gradually decreases, thus indicating that the more

pixels there are, the more stable the result will be. On the
other hand, the more pixels, the greater is the probability
that these pixels will come from different types of tissue.
We performed a t-test on adjacent results. It was found
that there was no significant difference in the fitting
results when the number of pixels was 110, 120, and
130. Therefore, without the loss of generality, we use
120 as the fitting length. Note that, the number of pixels
used in different samples may be different.

4) Exponential fitting: As OCT signals are usually very
noisy, we averaged five adjacent A-scans when per-
forming exponential fitting to increase the SNR.
The nonlinear fitting function “nlinfit” in MATLAB
is used to automatically fit the fitting process after the
fitting length is determined. The fitting model is y ¼
a · expð−2μzÞ þ b. The initial value of a, μ, and b is
defined as [1000, 0.1, 100]. Figure 3 is the fitting proc-
ess. After fitting, we make μ½N� ¼ μ and I½N� ¼ y½N�.
Finally, we bring μ½N� and I½N� into Eq. (8). The OACs
were estimated A-scan by A-scan.

4 Results

4.1 Numerical Simulations

Reliable testing and simulation play an important role in the
innovation of optical imaging, measurement techniques, and
data analysis algorithms. To evaluate the effectiveness of the
ODRE method experimentally, a series of numerical simulations
were performed with and without noise. We first simulated
a beam of light propagating through a homogeneous medium

Fig. 1 OCT signal cropping. The black curve is a typical average
OCT signal. The blue curve indicates noise floor measured with the
reference light only. The red curve represents the position that is 5 dB
above the noise floor. The small black square is where the signal is
cropped. All the curves were obtained by averaging 100 consecutive
measurements to facilitate comparison.

Fig. 2 The relationship between the pixel number and the OAC. All
values reported as the mean ± S. E. M; (*) represents p < 0.05 and
(**) represents p < 0.01.

Fig. 3 Exponential fitting is performed for the end of the imaging
depth (120 pixels). The solid blue line is a typical averaged A-scan
OCT signal. The solid red line represents the result of the fitting.
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without noise and using three sets of OACs (0.5, 0.7, 1). The
observed depth was 3 mm, and the pixel size Δ was 0.01 mm.
As shown in Fig. 4(a), for ease of calculation, we assumed that
the initial light intensity is 1. The OACs of the simulated data
were estimated by the method of DRE and ODRE, respectively.
For ODRE method, the number of pixels used for exponen-
tial fitting is 100 (1 mm). The results are shown in Figs. 4(b)
and 4(c).

Generally, the OACs at different depths in a homogeneous
medium should be the same, but there is increasing error in
the results of DRE and its maximum is μ½N − 1� ¼ I½N − 1�∕
2ΔI½N� ≈ 1

2Δ ¼ 50 mm−1. It should be noted that the estimation
error of the DRE method exists at any depth and not just at the
end of the data. On the other hand, OACs obtained by the ODRE
method are satisfactory and consistent with the preset OACs
(0.5, 0.7, and 1).

As mentioned above, DREmethod can only be used if almost
all light is attenuated within the recorded imaging depth range. In
practice, the OCT data does not necessarily satisfy such a depth
range. As a result, an unacceptable error is generated, when the
DRE method is used. Here, we selected three depth ranges of
0.5, 1, and 1.5 mm, respectively. The shallower the depth, the
more light is left [as shown in Fig. 5(a)]. The OACs were esti-
mated within these limited depth ranges by DRE and ODRE.
The results are shown in Figs. 5(b) and 5(c), respectively.

As shown in Fig. 5, a major error can occur if the optical
signal attenuation is not completed within the limited depth

range. The smaller the depth range, the sooner the error occurs.
Instead, the ODRE method can be used to estimate the OACs in
any depth range with negligible error.

OCT images are often affected by speckle noise, which is a
multiplicative noise of the coherent imaging system.20,21 To
accurately reflect the performance of the proposed method in
OAC estimation in a noisy environment, three sets of numerical
signals were set up, and each set was actually a combination
of multiplicative noises and the corresponding analog datasets
used in Fig. 4. The increasing process of the noise follows the
development:

EQ-TARGET;temp:intralink-;e009;326;257I 0ðzÞ ¼ IðzÞ × ð1þ εÞ: (9)

Here, IðzÞ is the analog signal at depth z, with its counterpart
used in Fig. 4. I 0ðzÞ is the signal with multiplicative noise added
in and ε is a uniformly distributed random noise with a specific
amplitude. The amplitude distribution of speckles in an OCT
signal can be expressed as the ratio of the standard deviation
to the average value of the signal.22 According to Pircher’s
theory, the contrast of the speckle pattern is 0.52.23 Speckle
noise can be offset by multiple averages. In this paper, we repeat
the acquisition five times at each position, and the speckle noise
is reduced to 1∕

ffiffiffi
5

p
of the original. Thus, the actual contrast of

the speckle pattern is 0.23. So, we next simulated a signal with
a multiplicative noise of 23% amplitude, as shown in Fig. 6.

Figure 6(a) shows the original simulated data, and Figs. 6(b)
and 6(c) show the estimated value of the OACs obtained by
the DRE and the ODRE, respectively.

Fig. 4 Numerical simulation without noise. (a) Simulated OCT sig-
nals. (b) DRE results; the small graph to the right of (b) shows the
depth from 2.5 to 3 mm, indicating a huge error. (c) ODRE results.

Fig. 5 Numerical simulation for homogeneous media with finite depth
(a) simulated OCT signals, the preset OAC is 0.5 mm−1, (b) DRE
results, and (c) ODRE results (the error is only 0.5%).
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According to Fig. 6, this series of results are similar to that of
Fig. 4. Again, the results of ODRE are still consistent with the
preset OACs, but the difference is that the former fluctuates by
noise. These convincing simulation results show that the pro-
posed method can accurately estimate the OACs in a random
depth regardless of the noise.

4.2 Phantom Experimental Results

Four liquid optical phantoms comprising different Intralipid
concentrations were prepared. The volume-to-volume (v/v)
ratios used were ∼5%, 10%, 15%, and 20% (diluted in distilled
water). Three methods (exponential fitting, DRE, and ODRE)
were used to estimate the OAC. For the DRE method, the entire
imaging depth was used for OAC estimation. For the ODRE
method, only 0.5-mm depth range was used. The number of pix-
els used for exponential fitting is 60 (0.15 mm). Figure 7 shows
the experimental results of 20% phantom. Figure 7(a) shows the
OCT intensity image, Fig. 7(b) shows the corresponding OAC
image obtained by DRE using Eq. (4), and Fig. 7(c) shows the
corresponding OAC image obtained by ODRE using Eq. (8).

Since the phantoms are homogeneous, the exponential fitting
method can be applied to the entire depth range, and the results
are credible and can be used as a standard for evaluating the
other methods.8 The blue solid line in Fig. 7(d) is shown as the
optical signal data for the leftmost column (A-scan) of Fig. 7(a).
The exponential fitting method is used to process the data, and
the result is shown in the red solid line in Fig. 7(d). The result (μ)
is ∼3.0 mm−1. Figure 7(e) is the results of ODRE and DRE. It
can be seen that the OAC curve within the depth range obtained
by the ODRE method is even, and the average OAC value
(red dotted line) is consistent with the exponential fitting result.

Fig. 6 Numerical simulation with random noise. (a) Simulated OCT
signals. (b) DRE results; the small graph to the right of (b) shows the
depth from 2.5 to 3 mm. (c) ODRE results.

Fig. 7 (a) OCT intensity image from uniform phantoms; (b) and (c) corresponding OAC image obtained
by DRE and ODRE, Δ ≈ 0.0025 mm. (d) A typical OCT A-scan within (a) and the result of exponential
curve fitting. The result (μ) is ∼3.0 mm−1. (e) The blue curve is the estimated result obtained by the ODRE
method. The red dotted line is the corresponding average OAC at the depth range of 0.5 mm, which is
consistent with the exponential fitting result. The cyan curve is the estimated result obtained by the DRE
method; the OAC value is underestimated due to the accumulation of excessive noise during the esti-
mation process. The orange dotted line is the corresponding average OAC, which is significantly smaller
than the result of exponential fitting.
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The OAC value obtained by the DRE method is underestimated
due to the accumulation of excessive noise during the estimation
process. The OAC of each phantom obtained from the exponen-
tial fitting, DRE, and ODRE are listed in Table 1.

It can be seen from Table 1 that the OAC obtained by the
DRE method is generally small, and the error is larger with the
increase in the concentration. This is because the faster the sig-
nal attenuate, the greater is the noise accumulated by the DRE
method on the denominator of Eq. (5) and the greater is the error.

To better validate the capabilities of ODRE in practical appli-
cations, a multilayer phantom was created. The phantom con-
sisted of three thin layers (15%, 5%, and 10%), 0.25 mm per
layer. Each layer is separated by a 0.12-mm coverslip. The mul-
tilayer phantom has a total depth of 1.2 mm. The number of
pixels used for exponential fitting is 60 (0.15 mm).

The experimental results are shown in Fig. 7.
Figure 8(a) shows the OCT intensity image of the multilayer

phantom, A∼E represent different layers. Among them, A, C,
and E are 15%, 5%, and 10% of phantom, respectively. Here,

B and D are the coverslips. Figure 8(b) shows the corresponding
OAC image obtained by ODRE. Figure 8(c) is a typical average
A-scan within Fig 8(a), Fig. 8(d) is the OAC corresponding to
Fig. 8(c). The OAC results for the three-layer phantom are
μðAÞ ¼ 2.04� 0.20, μðCÞ ¼ 0.83� 0.26, and μðEÞ ¼ 1.20�
0.25, respectively. A T-test is performed between the OACs
obtained by the ODRE from multilayered samples and the
OAC obtained by the exponential curve-fitting from homog-
enous sample. There is no significant difference for layer A
(15%), and there is a significant difference for layer C (5%)
and E (10%), p < 0.05. This may be due to a lower SNR at
a deeper depth.

4.3 In Vivo Mouse Brain Imaging

About 3-month-old C57/616 mice (20 to 30 g) were used in the
study. All procedures were performed in accordance with the
Animal Ethics and Administrative Council of Northeastern
University. All efforts were made to minimize animal suffering
and to reduce the number of animals used. Surgical anesthesia
was induced with sodium pentobarbital (3%, 5 mg/100 g, IP).
The scalp was cut along the midline of the skull, and the inter-
parietal bone was exposed by pulling the skin to the side of the
head. A standard 3 × 3 mm2 cranial window, covering the distal
branches of MCA and the anterior cerebral artery (ACA), was
created in the left parietal cortex, 0.5-mm lateral from the sag-
ittal suture and 0.5-mm posterior from the bregma. A circular
coverslip was placed on the exposed brain surface and sealed
on bone with a dental cement.24 After surgery, the mice were
placed into the sample arm of the OCT system and prepared for
baseline data acquisition.

The model of the focal cerebral ischemia used in our experi-
ments was based on the previously described endothelin-1-

Table 1 OAC estimated by the exponential fitting, DRE, and ODRE
methods from the uniform phantoms.

Concentration
(%)

Exponential
fitting (mm−1)

DRE
(mm−1)

ODRE
(mm−1)

5 1.18� 0.12 0.93� 0.16 1.16� 0.21

10 1.49� 0.08 1.03� 0.18 1.40� 0.26

15 2.12� 0.15 1.20� 0.18 2.05� 0.29

20 3.0� 0.17 1.36� 0.20 2.92� 0.22

Fig. 8 Estimated OCA for the multilayer phantom by ODRE. (a) OCT intensity image; A, C, and E are
15%, 5%, and 10% of phantom, respectively. B and D are the coverslips. (b) Corresponding OAC image
obtained by ODRE. (c) A typical A-scan within (a); (d) corresponding OAC of (c).
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induced middle cerebral artery occlusion (MCAO) model.12 The
stereotaxic coordinates of the ET-1 injection were −0.83-mm

anterior, −3.36-mm lateral, and 1.0-mm ventral relative to
bregma. A dose of 3-μL ET-1 (dilute to 100 pmol/L in 0.9%
normal saline) was injected at 1 μL∕min. After injection, we
waited for 3 min to ensure that the drug was completely
absorbed. The needle was slowly removed, and the mouse was
immediately placed under the sample arm to begin the temporal
scans. During date acquisition, the mouse was under gas anes-
thesia (isoflurane) instead of IP anesthesia.

In mouse brain imaging, all the datasets were taken at the
depth of 1 mm to avoid the noise floor. The number of pixels
used for exponential fitting is 120 (0.3 mm). In Fig. 9(a), the
orange box represents the ROI in our experiment, highlighted
with a black arrow. As shown in Fig. 9(b), the baseline en face
OCT angiogram, up to the depth of 150 μm, was obtained from
the ROI, and yellow arrows indicate arteries whereas blue

indicate veins. Figure 9(c) shows the en face OAC image
obtained from the same ROI by the ODRE method. The attenu-
ation coefficient of the ischemic region, but not the healthy
region, increases with the development of ischemia so that they
can be distinguished during the process. The en face OAC
images were reconstructed by averaging OACs at a specific
depth range (151 to 300 μm) because there is a better contrast
between the damaged and the healthy tissues at this range.

The OCT angiography provides the detailed information on
cerebral blood flow, whereas the OAC mapping provides infor-
mation on the optical properties of the tissue. These two tech-
niques can be combined into an indicator to show the status of
brain tissue. When the brain tissue is damaged by ischemia,
blood perfusion changed first, and OAC changed after a period
of time (20 to 40 min). Figure 9(d) shows the changes in cerebral
perfusion and OAC of the cerebral cortex in mice with focal
cerebral ischemia over time.

Fig. 9 (a) Scan of a subject’s skull; the ROI for data acquisition is indicated by a black arrow; the red dot
indicated by the white arrow is the position of the ET-1 injection. (b) The baseline en face OCT angio-
gram, up to 150-μm depth. (c) Average en face OAC plots with a depth range of 151 to 300 μm, with the
OACs in the range of 0.3 to 3 (mm−1). (d) The results of OCT angiograms and OAC images of the mouse
cortex during ET-1-induced MCAO, respectively; the white bar represents 200 μm.
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As shown in Fig. 9(d), when ET-1 was injected, due to a high
concentration of ET-1, the arteries and most capillaries near the
injection point (a red dot) were blocked rapidly and the blood
supply reached a minimum level within 10 min. However, the
arteries far from the injection site were not obstructed, which
may be due to some compensatory mechanisms, such as
anastomosis of MCA and ACA.24 The veins also remained
unchanged. Part of the reason might be that their vascular walls
are relatively thin and the walls are almost unaffected by ET-1.
During the period from 20 to 120 min, arteries recovered gradu-
ally, as indicated by the yellow arrows in Fig. 9(d), with part of
the capillaries also returning to normal.

As shown in Fig. 9(d), the white area gradually appeared in
the OAC images over time, indicating that the backscattering of
light increased and reflected that the optical properties of the
tissue have changed. The white region was located near the
blocked artery, suggesting that tissue in this area has been
infarcted due to insufficient supply of blood and oxygen.

In the ischemic region, lesions did not occur immediately at
the onset of occlusion, and the lesion appeared and the size of
the lesion area increased over time. In the later stage, after the
effect induced by ET-1 disappeared, blood vessels began to re-
cover gradually. However, we can see that the injured brain cells
have not recovered, which indicates that the damage to the brain
cells is irreversible. This result is consistent with the conclusion
of the reference.9

To investigate the effects of cerebral ischemia on OAC in
more detail, we studied the OAC of brain tissue in damaged and
undamaged areas. The results are shown in Fig. 10.

Figure 10(a) shows a 40-min OCTangiogram, and Fig. 10(b)
shows a corresponding time OAC image. The white line in
Fig. 10(a) and the yellow line in Fig. 10(b) represent the same
cross-sectional location that passes through the damaged cer-
ebral region. The OCT structural images [Figs. 10(c)–10(e)],
OCT angiograms [Figs. 10(f)–10(h)], and OAC images
[Figs. 10(i)–10(k)] all are at this cross-sectional location.

From the OCT structural images, we can see that the penetra-
tion depth of the OCT light (green box) at baseline is signifi-
cantly greater than that at 40 and 120 min. Penetration depth
refers to the depth at which the signal intensity is reduced to
5% of its initial value. The penetration depth is >1 mm at base-
line and <0.5 mm at 40 and 120 min. This indicates that the
attenuation of light in the damaged cerebral tissue is enhanced.
In the OCT angiograms, the blood vessels are abundant at base-
line, and they are minimal at 40 min and recover at 120 min. It is
not easy to identify changes in OAC in the damaged region from
the cross-sectional images, so we chose a specific depth range of
151 to 300 μm (yellow box) and plotted the average OAC curve
in that range. Figures 10(l)–10(n) are the average OAC curves
for the baseline, 40 min, and 120 min, respectively. From these
curves, it is noticeable that the average OACs across the 151- to
300-μm depth of the cross-section are approximately the same at
the baseline. In contrast, at 40 and 120 min after ischemia, the
OACs in the middle part (injured region) are significantly higher
than those on both sides of the image.

The red and blue curves in Fig. 10(o), respectively, corre-
spond to the damaged region (red region 1) and the nondamaged
region (blue region 2) shown in Fig. 10(b). The OAC curve for
region 1 significantly increases after ischemia, peaks at 40 min,
and then fluctuates slightly. The curve for region 2 does not
change noticeably before 50 min, after which the OAC gradually
increases and the gap between it and the red curve narrows. This

indicates that the brain tissue in region 2 was also affected by
ischemia, although it was located relatively far from the ET-1
injection site. Figures 10(p) and 10(q) are a series of OAC
curves for a typical A-scan of region 1 and region 2, respec-
tively, all of which vary with depth. Different colors and shapes
are intended to represent different times. The above results show
that OAC can be used as an indicator for brain injury.

5 Discussion
The method of calculating OAC from OCT signals can be used
for in vivo characterization of various tissue types with patho-
logical conditions, such as atherosclerosis, burn scar, glau-
coma,25 and ischemic brain.9,10 Vermeer et al. have confirmed
that the DRE method is capable of estimating the OAC in uni-
form and layered, heterogeneous phantoms. However, the DRE
method produces two types of errors. The first type of error
increases with depth, mainly because the DRE model uses a
finite depth N instead of infinity. This error has no significant
effect on the shallow layer when the optical signal is completely
attenuated and the SNR is high enough. Noise floor exists in the
OCT signal, but the DRE method uses the full-depth OCT signal
as an input to estimate the OAC. As a result, a large amount of
noise is added to the denominator of Eq. (5), which results in a
second error: the shallow OAC is underestimated. Therefore, for
the DRE method, the result of the shallow layer is smaller than it
should be, and the result of the deep layer is larger than the value
it should have. Cutting signals with a low SNR will shorten the
estimated depth of OAC and will increase the error of the first
type (see Fig. 5). The smaller the depth range, the sooner the
error occurs. The existence of these two errors greatly affects
the accuracy of the DRE method and limits its application.

The ODRE method has solved these two errors at the same
time. First, we improved the estimation model by compensating
the summation of N to infinity by fitting the final end of the
OCT signal, which solves the first error. In addition, it is impor-
tant to note that the ODRE method does not require complete
attenuation of the light, so OAC can be estimated in any depth
range. Therefore, we can eliminate signals with low SNR and
solve the second type of error problem. These advantages make
ODRE an attractive alternative for OAC calculation and may be
suitable for a wider range of applications.

To verify the performance of ODRE, numerical simulations
and phantom experiments were performed, both of which con-
firmed that ODRE is capable of estimating the OAC from the
OCT signals with high accuracy. In the multilayer phantom
experiment, we found that for the same concentration of the
phantom, the results of the multilayer phantom are less than that
of the uniform phantom. It may be that the SNR is lower at
a deeper depth. SD-OCT is characterized by a rapid fall-off in
sensitivity along depth due to insufficient spectral resolution.
Moreover, the aliasing artifact may appear at the maximum im-
aging depth. It is because the sampling frequency of the signal
is close to or even lower than the Nyquist sampling rate at
the maximum imaging depth. Increasing the upsampling ratio
would decrease the amount of aliasing.26

The coherent light attenuation transmitted through turbid
media is attenuated due to scattering and absorption. Most
OCT systems work in near-infrared regions; they use the optical
window from 800 to 1400 nm in tissue. Hence, the largest part
of the OAC might be caused by scattering.27,28 In addition,
because the OCT system can only receive backscattered light,
the absorption coefficient cannot be detected. As a result, the
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Fig. 10 (a) OCT angiogram at 40 min with the MCA end on the left and the ACA end on the right; the
white lines represent the cross sections of the tissue for the OCT structure images (c)–(e) and the OCT
angiograms (f)–(h). (b) OAC image at 40 min; the yellow line indicates the cross sections of the tissue for
the OAC images (i)–(k) and average OAC curve (l)–(n); the red box 1 and the blue box 2 are the sampling
locations chosen representatively as the injured area and the noninjured area, respectively; both region
sizes are 10 × 10 pixels. (o) The time-varying curve of the OAC in regions 1 and 2, with all values
reported as the mean ± S. E. M. (p) and (q) OAC curves varying with depth in regions 1 and 2,
respectively.
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DRE method assumes that the attenuation is caused by scatter-
ing, that is, the backscattered light is a fixed fraction of the
attenuated light. However, blood has a strong infrared light
absorption characteristic. Ignoring the absorption coefficient
will result in the resulting OAC being underestimated.

There are two forms of cell death in the ischemic area: apop-
tosis and necrosis. Researchers have proposed some convincing
conclusions on the reasons for the changes in optical properties.
Plesnila et al.29 claimed that a mitochondrial protein, apoptosis-
inducing factor (AIF), plays a role in programmed cell death
after focal cerebral ischemia. They found that AIF is localized
only in the cytoplasm of almost all striatum and cortical cells
45 min after MCAO. About 1 h after MCAO, individual cortical
cells showed significant AIF staining.

Van der Meer et al.16 used OCT to image porcine carotid
arteries in vitro and observed an increase in backscattered light
in the medial layer after balloon dilation. They hypothesized that
the changes in OCT signal could be attributed to this character-
istic form of cell death. They then examined the optical proper-
ties of granular human fibroblasts in which necrosis or apoptosis
was induced. The OAC in necrotic cells decreased from 2.2�
0.3 mm−1 to 1:3� 0.6 mm−1, whereas in apoptotic cells, an
increase to 6.4� 1.7 mm−1 was observed.30 This study indi-
cates that, in our experiment, the white region with increased
OAC, as shown in Fig. 9(d), may be the result of apoptosis.
This is our preliminary conclusion and we need to conduct
follow-up confirmation studies. From the experiments, we
observed that OAC mapping can distinguish the boundaries
between infarcts and salvageable tissues at different stages of
stroke development. After 2 h of real-time monitoring of mice
with focal cerebral ischemia, it can be seen that when the blood
flow was at a minimum, apoptosis of cerebral cortical cells did
not occur, but it gradually occurred after reperfusion. It is pos-
sible that reperfusion aggravates brain damage or that apoptosis
occurs only after a period of ischemia. The OAC of nondamaged
area also increased over time, which explained why the contrast
of the OAC image in Fig. 9(d) (120 min) is lower than before.
At the same time, further studies are needed to correlate the
local contrast changes with the histological results and explore
the relationship between brain damage and OAC.

In conclusion, OCT can provide high-resolution microvascu-
lar and structural images of the rodent brains in vivo. The OAC
mapping estimated from the OCT signals can help in depicting
the pathological changes in brain tissue and may serve as an
indicator of tissue injury, which helps us to improve our under-
standing of human cerebral diseases.
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