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ABSTRACT   

Infrared image recognition by means of FLIR cameras (forward-looking infrared) is one of the elements of the 
recognition of the maritime situation and it supports in many situations the creation of so-called maritime picture. This 
paper presents results of two FLIR image classifiers research. The first part presents the use of SVM (Support Vector 
Machine) to classify images of maritime objects, while the second part presents the classifier using the time series 
comparison method DTW (data time warping). The SVM network uses to perform the multi-class classification the one-
against-all method. Both classifiers use the histograms of vertical projection of pre-processed FLIR images as input data 
(for training and testing). These histograms are created as a result of FLIR color images processing, including, among 
others, transformation of color images into grayscale images, grayscale images segmentation using the Otsu algorithm 
with a possible manual correction, rescaling, centering and leveling. In the further part of the work a method of 
determining the basic belief assignment is proposed for both SVM and DTW classifiers. In the final part of the paper test 
results of the both classification methods and their fusion by the Dempster’s method for a set of maritime objects FLIR 
images registered in the Baltic Sea are presented. 

Keywords: FLIR images recognition, image classifiers, SVM networks, time series comparison, data time warping, 
basic belief assignment, the Dempster’s method of information fusion 
 

1. INTRODUCTION 

FLIR (forwared looking infra-red) passive infrared sensors are used for short- to medium-ranged recognition from 2 to 
20 nautical miles depending on the size of the object being recognized and the conditions of observation. They are 
mounted on maritime and air platforms in the armed forces and border guards of many countries. FLIR cameras create a 
monochrome image in which the luminance of each pixel is proportional to the temperature of the observed point. These 
cameras often artificially color the image to present it to the operator. The method of assigning the color to the 
temperature is usually shown on the image. The natural way is to assign higher temperatures to yellow colors, and the 
lowest temperatures to blue and purple colors. From the point of view of image recognition, these colors are artificial and 
should be removed from the image and converted into shades of gray. 

Recognition of maritime objects based on FLIR images should first answer the question whether the registered object is a 
maritime object. If one gets a positive answer, one expects an answer to the next question, whether the object being 
recognized belongs to one of the classes from the training set (previously recorded and classified images), or possibly 
state the inability to recognize the type. 

FLIR images can be distorted due to specific atmospheric conditions (fog or rain) and solar lighting containing infrared 
radiation as well as due to physical processes taking place in the camera. 

The geometry of the silhouettes of maritime objects can be changed as a result of changing camera settings, different 
distance of the object from the camera and different object observation angles (so-called aspect angles). 

The above-mentioned factors make the process of recognizing maritime objects based on FLIR images a multi-stage 
process.  
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The process of comparing and recognizing objects takes into account their specific features called distinctive features. 
The choice of features is related to the specifics of the recognized objects, the method of recording images, and the 
methods and recognition algorithms used. In the case of recognition of maritime object images, the basic element of the 
image being analyzed is the silhouette of this object. It can be characterized by various sets of distinctive features. The 
principal component analysis (PCA) method or methods using deep neural networks take into account the luminance of 
all silhouette pixels. The method of compressing information about the silhouette called the normalized histogram of the 
vertical brightness projection was used in the paper. The histogram of the vertical brightness projection of the maritime 
object silhouette allows to use the DTW classifier in a natural way, while in the case of the SVM classifier it allows 
reducing the dimensionality of the classification task.  

Similar topics were discussed in many papers, with different classification methods [7,9,12,13,15,16,27,29]. 

Two methods of classifying of maritime object silhouettes are used in the paper: a method based on multiclass 
classification using a support vector network SVM (SVM – Support Vector Machine) [1,2,3,4,5,6] called the SVM 
classifier in the paper and a DTW method of comparing time series (Date Time Warping), called the DTW classifier 
[17,18,21,29]. 

The first classification method is based on SVM classifiers, which in the literature are also called SVM networks because 
of their similarity to neural networks. These classifiers are, by their very nature, two-class classifiers, and thus they allow 
finding the answer to the question whether the recognized object belongs to one of two classes. In real problems, the set 
of patterns is usually multi-class, hence methods for using two-class classifiers for multi-class classification have been 
developed. One of such methods called “one against all” is used in the paper. It has been modified for the fusion of SVM 
and DTW classifiers in such a way that it is possible to determine the basic belief assignment over the set of pattern 
types. The classifier can operate directly on the space of maritime object silhouette images, however in the paper, due to 
the consistency of considerations, one assumed that the SVM classifier, like the DTW classifier, operates in the space of 
the vertical brightness projection histograms. 

Another problem to be addressed was the assessment of the linear separability of the training set histograms. It is related 
to the possible transformation of the original space of distinctive features into a space with a much larger number of 
dimensions and the use of the appropriate kernel function of the transformation. In the paper, a hint contained in [4] is 
used. It allows the use of a linear kernel when the number of patterns in the training set is much smaller than the number 
of distinctive features of the patterns. 

The second recognition method used in the paper is the classification by the DTW time series comparison method, 
described in detail in [17,18,21,29]. 

The DTW method determines the distance of the histogram of the vertical brightness projection of the recognized image 
from the average histogram of the vertical brightness projection of each type of maritime object included in the training 
set (the pattern database). For this it uses the dynamic programming method of R. Bellman. The DTW method 
determines the distance of two time series in a situation where the time course of one of the series has been deformed 
(stretched or compressed). 

Both classifiers require FLIR images to be previously processed, preparing a histogram of the vertical brightness 
projection. The purpose of this process is, among other things, to eliminate unnecessary information about the 
background of the object and interference, as well as to normalize the silhouette of the object. The image pre-processing 
process may include segmentation, brightness normalization, silhouette scaling, silhouette centering, silhouette leveling 
and extraction of distinctive features. Some problems of information pre-processing have been presented in [11,20,29]. 

One of the important objectives of the work was to evaluate the effectiveness of information fusion methods [22] applied 
to the results of SVM and DTW classifiers. In the paper, methods for determining the basic belief assignment [22] on a 
set of possible decisions of both classifiers were proposed. 

In the final part of the paper, the results of tests of two classifiers SVM and DTW and the results of the fusion of these 
classifiers using the Dempster’s rule [22] are presented. 
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2. VERTICAL BRIGHTNESS PROJECTION HISTOGRAM AS A VECTOR OF 
DISTINCTIVE FEATURES OF A MARITIME OBJECT 

As mentioned in chapter 1 in this paper, it was assumed that the set of distinctive features of the object is a histogram of 
the vertical brightness projection (vector), which is formed in the process of initial processing, segmentation and 
secondary processing. One should note that it significantly reduces the dimensionality of the classification problem. In 
the paper, this vector has a size of 640. If all the pixels of the original image were used, the dimensionality of the 
problem would be 640x480 = 307,200. 

The histogram LV of the vertical brightness projection is determined as a result of summing the brightness of the pixels 
in each column and is expressed by the following formula: 

 
1

( ) ( ) for {1,..., }
h

i

j i, j j wLV B


  , (1) 

where:  

( )i, jB – brightness of the point of the coordinates )( j,i  of the achromatic or binary image, 

( )jLV – vertical projection of brightness of j-th columns (total column brightness), 

i - row number, 
j - column number, 
w - width of the area (image), 
h - height of the area (image). 

 

3. CHARACTERISTICS OF SVM CLASSIFIER 

3.1 Introduction 

Support Vector Machine SVM is a useful technique for data classification [1,2,3,4,5,6,23,25,26]. The SVM machine in 
the Polish literature on the subject is most often called the SVM network due to its simple interpretation using neural 
networks. First, basic information explaining the principles of data classification using SVM in the case of binary (two-
class) classification will be presented. This technique will then be extended to the problem of multi-class classification. 

3.2 Binary classification 

The SVM classifier belongs to the set of classifiers that maximize the separation margin [1,2,3] The SVM classifier 
belongs to the set of classifiers that maximize the separation margin. These classifiers recognize patterns belonging to 
two classes by specifying a decision surface that provides maximum distance to the nearest points in the training set 
called support vectors. 

Let us assume that a set of training pairs is given ( , )i iyx  for i = 1,…, p , wherein each point n
ix R  belongs to one of 

two classes of patterns identified by labels 1iy    (class 1) or 1iy    (class 2). Assuming a linear separability of 

classes, the equation of the separating hyperplane can be written using the formula 

 ( ) 0Tf bx w x   , (2) 

where 1 2[ ] T
Nw ,w ,...,ww   is an N-dimensional weight vector and 1 2[ ] T

Nx ,x ,...,xx   is a vector of the distinctive 

features values of the object. The b value specifies the hyperplane offset relative to the origin of the coordinate system. 

Decision equations of classification take the following form: 

 
0 for 1

0 for 1

T
i

T
i

b y

b y

i

i

w x

w x

  

   
. (3) 
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Figure 1. Optimal separating hyperplane and separating margin in SVM in a two-dimensional space. 

The distance of any point x from the hyperplane (2) is 

 
( )

( )

T b f
d

w x x
x

w w


  . (4) 

Intuitively, one can say that the greater the distance (4) of point x from the hyperplane (2), the greater the reliability of 
the classification. 

Because the assumption of the linear separability of the training data has been made, so no training data satisfies the 

equation 0T
i bw x   . It follows that the width of the separation margin is greater than zero, what means that 

inequalities (3) after their normalization can be written in the following form 

 
1 for 1

1 for 1

T
i

T
i

b y

b y

i

i

w x

w x

  

    
. (5) 

One can write these two inequalities in one formula 

 ( ) 1T
iy bi w x   . (6) 

If a pair ( , )i iyx  satisfies in (6) equality, then the vector ix  is called a support vector SV. 

Assuming a linear separability of training data, these vectors only decide on the location of the optimal separation 
hyperplane and the width of the separation margin, which has a value  

 
2

( )d x
w

 . (7) 

Optimal separating hyperplane (2) and separating margin in SVM in a two-dimensional space are presented in Figure 1. 
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The task of optimal separation margin design is to find such a margin, which has a maximum width. The problem of 
optimal selection of the separation hyperplane and the separation margin width comes down to solving the quadratic 
programming task in the following form 

 
1

min
2

T

,bw
w w  (8) 

with constraints 

 ( ) 1T
iy bi w x   . (9) 

This is a quadratic programming task with constraints that can be solved by the Lagrange multipliers method with 

1 2[ ] 0T
Na , ,...,    multipliers using Karush-Kuhn-Tucker conditions [28]. Lagrange function is as follows 

 
1 1

1
( )= ( )

2

N N
T T

i
i i

L ,b, y bi i iw w w w x 
 

    . (10) 

The solution to this optimization task is as follows [1,2,3] 

 
1

= iy
N

i i
i

w x


 , (11) 

wherein non-zero Lagrange multipliers correspond only to support vectors. 

To determine the constant value b, one can use the fact that, according to Karush-Kuhn-Tucker conditions at the saddle 

point of the Lagrange function, the product of the multiplier by the constraint associated with the support vector svx  is 

zero [28] ( 1)=0, 0T
sv sv svbw x    . From here one can receive 

 = 1T
svb w x  . (12) 

The equation of the optimal separation hyperplane is as follows 

 
1

0
N

T
i i i

i

y bx x


  , (13) 

while the decision function is as follows 

 1

1

( ) 1 1

( ) 1 1

N
T

i i i
i

N
T

i i i
i

f y b y

f y b y

x x x

x x x










    



       





. (14) 

More complex models of SVM linear networks include the possibility of incompletely linearly separable training data. 
Suitable formulas can be found in [1,2,3,6]. 

In the above considerations, a linear separability of training data was assumed. The linear inseparability of training data 
does not mean a lack of their separability at all. A common solution is the non-linear projection of original data into 
another functional space in which transformed patterns are linearly separable or the probability of their separability is 
very high. The condition is the use of non-linear transformation with a sufficiently high dimension K ≫ N of the feature 
space. The above-mentioned construction of the separation hyperplane and decision rule can be applied in a new space 
that is specified by the projection function  . The key property of the projection function   is that the scalar product 

of vectors ( ) ( )T
ix x   in the result space can be represented as a certain kernel function ( )iK ,x x . The basic kernel 

functions are following: 

 linear kernel: ( )= T
i iK ,x x x x , 

 polynomial kernel: ( )=( ) 0T d
i iK , r ,x x x x   , 
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 Gaussian kernel (RBF – radial basis function): 
2

( )=exp( ), >0i iK ,x x x x   , 

 sigmoid kernel: ( )=tanh( )T
i iK , rx x x x  . 

The values of α, β, , r and d are the parameters of the kernels. 

In [4] there are some guidelines regarding situations in which a linear kernel can be used and in which an RBF radial 
kernel can be used. If the number of patterns in the training set is much smaller than the number of distinctive features of 
the patterns, a linear kernel can be used. In this paper, a linear kernel was used, because the number of training patterns 
was 35 (5 images for 7 types of patterns), and the length of the distinctive features vector was 640. 

The equation of the separating hyperplane after applying the transformation of the primary space of distinctive features 
by means of the kernel function is as follows 

 
1

( ) 0
N

T
i i i

i

y K , bx x


  , (15) 

while the decision function is as follows 

 1

1

( ) ( ) 1 1

( ) ( ) 1 1

N
T

i i i
i

N
T

i i i
i

f y K , b y

f y K , b y

x x x

x x x










    



       





. (16) 

3.3 Multiclass classification 

SVM networks divide data into two classes. Unlike classic neural networks, where we can have multiple outputs (each 
output is associated with one class), recognition of multiple classes requires the implementation of multiple classification 
tasks using multiple SVM networks. The best-known strategies for solving the problem of multi-class classification are 
“one - against – one” and “one - against – all” methods [1,24,26]. Suppose the training base has M types of patterns. 

In the case of the “one-against-one” method, M(M-1)/2 SVM classifiers are constructed. They distinguish sequentially 
two classes from the training set. One can receive a decision function for each pair of classes i and j 

  ( ) ( ) 1T
ij ij ijf b i, j ,...,M ,i jx w x M     . (17) 

After training all SVM networks, you can proceed to classify objects from the test set. If sgn( ( ))ijf x  indicates the i-th 

class, one should increase by 1 the counter of this class indications, in the opposite case it should be increased by 1 the 
counter of the j-th class. Finally, we choose the class whose counter has reached the highest value. 

In the case of the “one - against - all” method, M SVM classifiers are constructed, each network being trained on a 
different training set. Suppose we train the m-th SVM two-class network. Class 1 includes m-th type patterns, while class 
2 includes other types. Finally, we receive a decision function for each network 

  ( ) ( ) 1T
m m mf b m ,...,Mx w x M    . (18) 

After training all SVM networks, one can proceed to classify objects from the test set. If sgn( ( ))ijf x  indicates the m-th 

class, one should increase the number of indications in this class by 1, and in the opposite case one should increase the 
number of indications by 1 for all classes in the combined class. Finally, we choose the class whose counter achieved the 
highest value of wins. The authors [26] prefer the “one - against - all” method because of the linear dependence of the 
number of SVM networks on the number of pattern types in the training set.  

The possibility of another extended interpretation of the results obtained by the “one - against - all” method is presented 

in [24]. According to [26], the higher the value of the function ( )mf x  (18), the more reliable the classification result is. 
In the case of a linear kernel, such a criterion of reliability may be the distance of the recognized object from the 
separation plane, which is equal 
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  ( ) ( ) 1T
m m mf b m ,...,Mx w x M    . (19) 

In point 5.3 of the paper, the value of the ( )mf x decision function was used to construct the basic belief assignment on 

the results of the SVM multi-class classification. 

In SVM multi-class classification, each m-th classifier determines the value of its decision function ( )mf x . 

Considering the classification results as a whole, one of three situations may occur: 

1. Only one ( )mf x  has a positive value, and all the others are negative. In this case, the number of positive 

classifier specifies the pattern type number. 

2. More than one of the ( )mf x  are positive. If we assume that the higher the value of the decision function, the 

more reliable the classification result is, then the number of the classifier corresponding to the highest value of 

the function ( )mf x  determines the number of the pattern type, what can be written as follows 

 
 1 ( ) 0

arg max ( )
m

m
m ,...,M , f

m f
x

x

 
 , (20) 

where id is the number of the recognized type. 

3. None of the ( )mf x  values is positive. That should be regarded as the new image belongs to a maritime object 

which type is not included in the training set (unknown object). 

 

4. CHARACTERISTICS OF DTW CLASSIFIER 

The DTW (Dynamic Time Warping) time series comparison method defines a class of algorithms for comparing series 
(sequences) of values. The DTW method allows determining the similarity of two time series assuming that both can 
describe different time intervals and the time variable can be locally compressed or stretched. 

The purpose of the DTW method is to compare two sequences (most often dependent on time and thus called time series) 

 1 1 2{ }Nx ,x ,...,xLV   (21) 

of length NN and 

 2 1 2{ }My , y ,..., yLV   (22) 

of length MN. 

These series may be discrete signals or generally the sequences of values of certain features measured at equal intervals.  

The DTW method allows to determine the distance 1 2( )DTW ,LV LV  of two time series based on a matrix D of cross-

distances between all combinations of pairs of sequence elements LV1 and LV2. The works [17,18,19] contain a detailed 
description of the DTW method. 

The DTW classifier determines the distance between the histogram of the vertical brightness projection of the recognized 
object and the average histogram of the vertical brightness projection of the objects belonging to the cluster of a given 
type in the training set. 

Let us assume the following notation: 

kLV  – the average brightness projection histogram of k-th type of image in the training set, 

LV  – the brightness projection histogram of the recognized image, 

( )kDTW ,LV LV  – the distance between the brightness projection histogram of a recognized silhouette and the 

average brightness projection histogram of k-th type of silhouette in the training set. 
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The object recognition task consists in specifying the image type number k* in the pattern database that: 

 arg min ( )*
k

k
k DTW ,

PTNS
LV LV


 , (23) 

where PTNS is a set of image pattern type numbers. 

5. FUSION OF INFORMATION FROM SVM AND DTW CLASSIFIERS 

5.1 The process of fusion of information from two classifiers 

Each classifier used in the work transfers to the fusion module a vector of measures of reliability distribution on a set of 
types of objects in the training set. In this paper, it was assumed that both classifiers have the same training set. The set 
of possible hypotheses related to individual types of objects is as follows 

  1i , i ,...,PTN  , (24) 

wherein the index i numbers the type of the maritime object whose images are stored in a training set. PTN is the number 
of pattern types. 

The hypotheses are mutually exclusive, i.e. 

 
if

if

i

i j

, i j,

, i j.


 


  

 
. (25) 

Each classifier sends its decisions in the form of a bba measure vector (bba - basic belief assignment). 

 1=[ ( ) ( )]i i i PTNm ,...,mm   , (26) 

wherein the index i = 1 determines the bba measure vector calculated by the SVM classifier and the index i = 2 
determines the bba measure vector calculated by the DTW classifier. 

The information fusion procedure is described by the following formula: 

 1 2= ( )F FR ,m m m , (27) 

wherein Fm  is a vector of the vector of bba masses determined by the RF information fusion rule based on the vectors 

1m  and 2m of bba masses. 

In the further part of the paper the Dempster’s rule [22] is described as a combination of the bba masses vectors. It has 
been used to implement the information fusion of two classifiers SVM and DTW. 

5.2 The Dempster’s rule of combination of bba vectors 

The Dempster’s rule of the bba measure vectors im  sent by the classifiers is described for each j Θ by the following 

formula [22]: 

 

1 2
1
1
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1 2 12
1 21
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( ) ( ) ( )
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1 ( ) ( ) 1
1 ( ) ( )
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 

 

  
 

 
 



 


 

 

   
 





 
, (28) 

wherein the k12 degree of conflict is defined by the formula: 

 12 1 2 1 2
1 1 1
1

( ) ( ) ( ) ( )

k l

LTW LTW

k l k l
k ,...,LTW k l
l ,...,LTW l k

k m m m m

 

   
  
 
 

   , (29) 
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while 

 12 1 2( ) ( ) ( )j j jm m m   . (30) 

Formula (28) makes sense if the denominator of expression (28) is nonzero, i.e. the degree of conflict k12 is less than 1. 

5.3 The method of determining the bba for the SVM classifiers 

The procedure of image recognition by means of the SVM method “one - against – all” in accordance with the content of 
point 3.3 and [24.26] allows to determine the basic belief assignment bba on a set of pattern types. Each k-th pattern type 
is associated with one SVM and the identification process determines the value of the decision function 

 
1

( ) ( )
kN

k k k T
k i i i k

i

f y K , bx x x


  . (31) 

The value of this function can be used to determine the value of the degree of belief that the recognized object belongs to 
the class with the number k (k = 1, ..., PTN). In [3] it was proposed to use the logistic regression function in accordance 
with the following formula 

 
( )

( )
( )

1

k

k

f

f

e
m ,k

e

x

x
x 


. (32) 

In the formula (32) k numbers SVMs. As one can see 0 ( ) 1m ,kx  . 

The above measure is not standardized, therefore it should be transformed in the following way 

 

1

( )
( )

( )
PTN

i

m ,k
m ,k

m ,i

x
x

x





 .  (33) 

One should note that the above method of mass determination is simplified, because it does not take into account the lack 
of the type of image pattern corresponding to the recognized image. 

5.4 The method of determining the bba for the DTW classifiers 

The DTW image recognition procedures determines the distance between the values of the distinctive features of the 
recognized image and the values of the distinctive features of the image pattern types stored in the training set. 

By accepting the designations in Chapter 4, one can determine the value of the degree of belief that the recognized object 
belongs to the class with the number k (k = 1, ..., PTN) as follows 

 ( )( , ) kDTW ,m k e LV LVLV  . (34) 

From formula (34), it follows that if ( ) = 0kDTW ,LV LV , then ( , ) = 1m kLV , while if ( ) > 0kDTW ,LV LV , then 

0 ( , ) < 1m kLV . 

The above measure is not standardized, therefore it should be transformed in the following way 

 

1

( , )
( , )

( , )
PTN

i

m k
m k

m i

LV
LV

LV





 .  (35) 

One should note that the above method of mass determination is simplified, because it does not take into account the lack 
of the type of image pattern corresponding to the recognized image.  

An extended version of determining the basic belief assignment can also be considered. The image recognition classifier 

compares the distance ( ) kDTW ,LV LV  with the permissible distance   from the center of the cluster of the k-th type 

of image pattern. The distance   defines the recognition area of the k-th image pattern. The set of image patterns will be 
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divided into two subsets: patterns that meet the classification condition in relation to the recognized image – xD and 

patterns that do not meet the condition of classification in relation to the recognized image – xD .  

The value of the basic belief assignment is then determined by the formula 

 
( ) for ( )

( )
0 for ( )

DTW ,

k

k

e DTW ,
m ,k

DTW ,

kLV LV LV LV
LV

LV LV





 
 



. (36) 

The sum of the measures assigned to the images whose distinctive features lie outside the boundary will be treated as the 
measure assigned to the new hypothesis “unrecognized object”. 

6. RESULTS OF MARITIME OBJECTS RECOGNITION USING SVM AND DTW 
CLASSIFIERS AND THE FUSION OF THESE CLASSIFIERS 

In the pattern database there were 35 FLIR images of 7 types of maritime objects. The image pre-processing, 
segmentation and secondary processing operations have been performed for all the images and the vertical brightness 
projection histogram has been determined. 

This paper uses a different training set (a pattern database) than in [29], hence the results of the DTW classifier tests 
differ from the results contained therein. 

6.1 Results of maritime objects recognition for SVM classifier 

Research on the efficiency of maritime object recognition based on FLIR images using SVM classifiers was preceded by 
the process of teaching two-class SVM networks in accordance with the “one - against - all” strategy. The study 
consisted in selecting different images from the test database, and then performing as many classification tasks for each 
recognized object as the number of pattern types contained in the training set. The choice of the recognized type was 
carried out in accordance with the principles described in section 3.3 and the formula (20). It was also possible to obtain 
a result indicating that the object type was not recognized (point 3 therein), which was treated as an error, because all 
object types from the test set belonged to the set of object types from the training set. The results are shown in the Table 
1. 

Table 1. The results of recognition of maritime object images using the SVM classifier. 

Maritime 
object type 

number 

Number of 
tested images  

Number of correctly 
recognized maritime 

objects 

Number of incorrectly 
recognized maritime 

objects 

Mean value of correctly 
recognized maritime 

objects 

1 14 7 7 50,0% 

2 28 25 3 89,3% 

3 16 9 7 56,3% 

4 18 10 8 55,6% 

5 10 6 4 60% 

6 15 15 0 100% 

7 9 5 4 55,6% 

Together 110 77 33 70,0% 

 

6.2 Results of maritime objects recognition for DTW classifier 

The recognition procedure examined subsequently various images from the test data set. A cluster of such type of pattern 
images was chosen, which had the smallest DTW distance from the recognized object. If the type of image selected was 
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consistent with the type of image recognized, one can assume that the image was recognized correctly, otherwise the 
image was recognized incorrectly. The results are presented in the Table 2 

Table 2. The results of recognition of maritime object images using the DTW classifier. 

Maritime 
object type 

number 

Number of 
tested images  

Number of correctly 
recognized maritime 

objects 

Number of incorrectly 
recognized maritime 

objects 

Mean value of correctly 
recognized maritime 

objects 

1 14 14 0 100% 

2 28 22 6 78,6% 

3 16 16 0 100% 

4 18 12 6 66,7% 

5 10 10 0 100% 

6 15 7 8 46,7% 

7 9 4 5 44,4% 

Together 110 85 25 77,3% 

 

6.3 Results of maritime objects recognition by means of Dempster’s fusion of SVM and DTW classifiers 

The results of using the Dempster’s rule to fuse information of two SVM and DTW classifiers are presented in the Table 
3. 

Table 3. The results of recognition of maritime object images by means of Dempster’s fusion of SVM and DTW classifiers. 

Maritime object 
type number 

Number of 
tested 

images  

Number of correctly 
recognized maritime 

objects 

Number of incorrectly 
recognized maritime 

objects 

Mean value of correctly 
recognized maritime 

objects 

1 14 14 0 100% 

2 28 24 4 85,7% 

3 16 16 0 100% 

4 18 11 7 61,1% 

5 10 10 0 100% 

6 15 10 5 66,7% 

7 9 5 4 55,6% 

Together 110 90 20 81,8% 

 

7. CONCLUSIONS 

The Table 4 compares the effectiveness of maritime object recognition based on FLIR images using the SVM classifier 
and the DTW classifier, and the Dempster’s fusion of information classifiers. This comparison allows to positively 
assess the purposefulness of using the classifier fusion. 

The classifier fusion increased the average effectiveness of the recognition of maritime objects from the level of 70,0% 
(SVM classifier) and 77,3% (DTW classifier) to the level of 81,8%. 
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The results do not differ from the results presented in the studies using other segmentation methods and other classifiers 
[13,15,16]. 

Table 4. Comparison of the effectiveness of recognizing images of maritime objects using SVM classifier, DTW classifier and 
the fusion of SVM and DTW classifiers by the Dempster’s rule. 

Maritime 
object type 

number 

Number of 
tested images 

Effectiveness of the 
SVM classifier 

Effectiveness of the 
DTW classifier 

Effectiveness of Dempster’s 
fusion of SVM and DTW 

classifiers 

1 14 50,0% 100% 100% 

2 28 89,3% 78,6% 85,7% 

3 16 56,3% 100% 100% 

4 18 55,6% 66,7% 61,1% 

5 10 60% 100% 100% 

6 15 100% 46,7% 66,7% 

7 9 55,6% 44,4% 55,6% 

Together 110 70,0% 77,3% 81,8% 

Assessing the results of the SVM classifier, one should pay attention to the lower effectiveness of this classifier in the 
case of the first, third, fourth and seventh type of the recognized objects. The reason for such results is the inefficiency of 
this classifier to the changed aspect angles (different from the zero angle) under which the photos were taken. It is also 
necessary to analyze the reasons for the worse result of the DTW classifier in the case of the sixth and seventh types of 
objects. 

Further directions of work in the field of recognition of maritime objects based on FLIR images may include the use of: 

 better methods of image pre-processing, especially segmentation, e.g. using methods with multiple local 
thresholds or the unimodal-iterative method, 

 other methods of decision making by SVM classifiers (SVM fusion) or nonlinear kernel functions in these 
classifiers, 

 other methods of classifier fusion [22], 
  deep neural networks.  

Particularly the last point, and especially the convolutional neural networks, can improve the recognition of maritime 
objects based on FLIR images. 

The results presented earlier allow to conclude that the work related to the recognition of maritime objects based on 
FLIR images should be continued and should lead to the development of an image recognition system cooperating with 
FLIR cameras in online mode.  
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