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ABSTRACT

In the extreme ultraviolet (EUV) regime, the photon energies are above the threshold for photo-ionization in
all solid materials. We examine the absorption coefficients for inverse bremsstrahlung and photo-ionization and
the contributions of these processes to EUV absorption under different ionization models. The Saha-Boltzmann
ionization model is considered with and without continuum lowering, as well as a novel rate equation model
including the photo-ionization transitions in population calculations. We show that photo-ionization plays a
significant role early in EUV ablation of solid aluminium, but inverse bremsstrahlung absorption dominates once
temperatures in the ablated plasma exceed more than a few electron volts.
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1. INTRODUCTION

Laser-solid interactions in the 1× 1010 W cm−2 irradiance limit are well understood for optical wavelengths.
This regime lies at the lower end of possible ablation interactions but just above the threshold – intensities easily
achievable in laboratory conditions with commercially available light sources. Tabletop light sources capable of
these intensities at extreme ultraviolet wavelengths are now available1;2, and ablation at these short wavelengths
has been demonstrated multiple times3;4;5. The increase in photon energy between optical light and EUV light
requires the consideration of photo-ionization as an integral part of these interactions.

The extreme ultraviolet regime extends from roughly 10 nm to 100 nm (≈ 12 eV to 120 eV). At these wave-
lengths, two key limits are reached. The first is that for at least the first ionization in most elements the photon
energy exceeds the ionization energy, h̄ω > Eion, and photo-ionization can occur. The second is an increase in
the critical density ncrit to above solid density nsol, ncrit > nsolid, for most materials, allowing us to consider the
plasma as under-dense and therefore that absorption contributions from collective processes such as resonance
absorption are negligible. These two changes are significant alterations to the standard ablation absorption model
for optical wavelengths, which is dominated by inverse bremsstrahlung and resonance absorption. In this paper
we consider the significance of photo-ionization absorption in EUV laser ablation of solid aluminium targets. The
ionization of the plasma formed is modelled using a rate-equation approach and Saha-Boltzmann equilibrium.
Continuum lowering of the ionization potentials is shown to have a small effect on the depths of ablated features.

2. ABSORPTION PROCESSES

The primary absorption process in ablation interactions is inverse bremsstrahlung absorption. This process
occurs when an electron in the Coulomb field of an ion absorbs an incident photon. The absorption coefficient
Kib is given by6;7
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where ne is the electron density, ni and Zi the are the density and ionization of the ion species respectively, ω
is the laser angular frequency, and T is the plasma temperature. All other symbols have their usual meanings.
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Note that the exponential term [1− exp(−h̄ω/kBT )] is included to account for photon production by stimulated
emission. Crucially, the absorption coefficient is proportional to neniZ

2
i , indicating a significant impact from the

population distribution.
The reduction in wavelength increases the photon energy above the threshold for photo-ionization to occur.

The expression for the photo-ionization absorption coefficient Kpi is given simply by

Kpi = σbfni (2)

where σbf is the photo-ionization cross-section, and can be taken from the literature8. Alternatively, the photo-
ionization cross-section can be calculated using a similar treatment to equation 17;
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where Rd is the Rydberg energy in Joules, n is the principal quantum number of the ionizing state, and α is the
fine structure constant given by

α = e2

4πε0h̄c
. (4)

Whilst the photo-ionization cross-section is dependent only on material properties, the species density for the
eligible ions will vary across the simulation. The ionization model chosen to relate the temperature, electron
density, and ion population distribution of the ablated plasma will therefore be a significant choice.

3. IONIZATION MODELS

3.1. The Saha-Boltzmann model

The Saha-Boltzmann model9 is the standard model used to calculate ionization balance within a plasma. The
principal expression for this model gives the ratio between a charge state Zi with density ni and the level above
(Zi + 1) with density ni+1 as

ni+1
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where Λ is the thermal de Broglie wavelength, given by

Λ = h√
2πmekBT

. (6)

The Saha-Boltzmann ratio is a tried and tested piece of physics, its only drawback is the premise on which it is
based; that the plasma be in equilibrium. In the case of a laser-produced plasma this is an approximation.

3.2. Accounting for perturbation by photo-ionization

The Saha-Boltzmann ratio considers the two levels it relates to be in equilibrium with each other. In the case
when the lower level is effected by photo-ionization, the balance of processes that achieves this equilibrium must
be adjusted. Assuming the pulse time of the laser is on order of nanoseconds, we can conclude equilibrium is
reached and add photo-ionization to the list of processes we consider.

In an unperturbed plasma, the collisional processes that pertain to changes in ionization are the collisional
ionization rate and the three-body recombination rate. The collisional ionization rate is the rate at which
electron-ion collisions result in ionization of the ion. The rate of ionization Kci of a given level i in units of
cm3s−1 is given by the Lotz approximation10

Kci = 3× 10−6 gi

(kBT )3/2
Ie(y)
y

[
cm3s−1] (7)

where kBT is in electron volts, Ie(y) is the exponential integral

Ie(y) =
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y

1
x
e−xdx (8)
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and y is the reduced ionization energy, given by y = Eion/kBT .
The rate coefficient K3br for the reverse process, three-body recombination, can be found by use of detailed

balance and the Saha-Boltzmann ratio7. In equilibrium Kci and K3br will be balanced like so;

nineKci = n(i+1)neK3br. (9)

After some rearrangement, we can replace the ratio ni/n(i+1) with equation 5 to find

K3br = gi
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)
Kci. (10)

Figure 1a shows a three level atomic system where these processes are in balance.

(a) (b)

Figure 1: Example 3-level systems showing the populating and de-populating processes for an ionization level i both
(a) without photo-ionization and (b) with photo-ionization.

In a plasma driven by a laser with photon energy above the photo-ionization threshold, we can add photo-
ionization into equation 9 to give a new level dependent balance between the populating and de-populating
processes – see figure 1b. For example, in the case where photo-ionization is possible only for the neutral and
the 1+ ion we have:

for i = 0: n0(neK0,1 + σ0,1Φ) = n1neK1,0

for i = 1: n1(neK1,0 + neK1,2 + σ1,2Φ) = n0(neK0,1 + σ0,1Φ) + n2neK2,1

for i = 2: n2(neK2,1 + neK2,3) = n1(neK1,2 + σ1,2Φ) + n3neK3,2

for i > 2: ni(neKi,(i−1) + neKi,(i+1)) = n(i−1)neK(i−1),i + n(i+1)neK(i+1),i

and for imax: nineKi,(i−1) = n(i−1)neK(i−1),i.

(11)

where Φ is the incident radiation flux.

3.3. Continuum lowering

In the high density limit, the Saha-Boltzmann model loses accuracy due to the introduction of perturbative
effects. One such effect is continuum lowering, where the ionization potential of the ions is reduced by the close
proximity of other ion potentials. This effect has been quantified by Stewart and Pyatt11, who give a correction
factor to the ionization such that

∆Eion

Eion
= a0

Z + 1
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)
. (12)

The distance aC is given by either the Debye length λD, or the ion sphere radius r0 given by

4π
3 r3

0 = 1
ni
.

The choice that gives the smallest correction should be chosen as the model reconciles two previous suggested
models; the ion-sphere model and the Debye-Hückel model12 (the former being applicable in the low temperature,
high density limit and the latter applicable in the high temperature, low density limit). There are other models
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that predict the effects of continuum lowering, the most notable being that of Ecker and Kröll13, however the
Stewart-Pyatt model was selected as it is widely utilized and is applicable in our high density, low temperature
limit. This continuum lowering correction can also be applied to the rate-equation model. We need not modify
the model any further, but should include any transitions that have become possible with the reduction in
ionization energy.

4. TIME-RESOLVED CALCULATIONS

4.1. Reference values

The first step towards producing time-resolved measurements was producing a set of reference curves to relate
temperatures to energy content values. These energy content values were calculated by simply adding the energy
in the free electrons and ions together:

Ui = 3
2nekBTe +

i∑
i=1

niEi. (13)

This dependence on the ion populations ni, which are calculated by an iterative process, makes calculating Ui

from Te relatively simple, but this is not the case for the converse. This is why reference curves have been
implemented, to allow simple transitions between the temperature and energy content.

4.1.1 Saha-Boltzmann vs. rate equation

Initially, reference curves for the Saha-Boltzmann and rate equation models were produced for comparison. As
the population ratios are dependent on both the plasma temperature and electron density, an iterative algorithm
must be implemented. The population distribution for each temperature was calculated first using a trial electron
density. The projected ion densities were normalized such that the total species density was equal to the solid
density and a projected electron density was extracted from these values. The difference between the projected
electron density and the initial density was then halved and added to the lower of the two, and the process
was repeated until the correction required was below a chosen tolerance (the bisection method). In the case of
the rate equation model, this is complicated slightly by the contribution of the n(i+2) level to the calculation of
the n(i+1) level. To rectify this, a second iteration is included. For each trial electron density, the population

Figure 2: Average ionization and energy density of aluminium as a function of temperature for the Saha-Boltzmann
and rate equation models with an irradiance of 1 × 1010 W cm−2.

distribution is calculated using trial populations for n(i+2) first, and then by the populations just predicted.
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Figure 3: Average ionization and energy density of aluminium as a function of plasma temperature for the rate
equation model at irradiances from 1 × 1013 W cm−2 to 1 × 1016 W cm−2.

This is repeated until the change in the populations is below a given tolerance, and the outer iteration over the
electron density can progress.

Initial focus was on irradiances in the region of those seen experimentally3;4;5 and the difference between
the two models will increase with irradiance, so a comparison at the peak irradiance of ≈1× 1010 W cm−2 was
conducted first, shown in figure 2. At these low irradiances, the two models overlap perfectly, with negligible
contribution from photo-ionization. This implies that for the irradiances seen in experiment the rate equation
model is applicable but offers no improvement over the Saha-Boltzmann model.

At higher irradiances, we see the differences in the models increase – see figure 3 – however significant changes
are not seen below 1× 1015 W cm−2. Significant deviation from the Saha-Boltzmann model at these temperatures
indicates the plasma is no longer in equilibrium. Irregularities in the continuity of the higher irradiance curves
are likely caused by instability in the iteration method.

4.1.2 The effects of continuum lowering

Figure 4: Average ionization and energy density of aluminium as a function of plasma temperature for the Saha-
Boltzmann model with and without the Stewart-Pyatt ionization energy correction.
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As with the rate equation model, reference curves for the Saha-Boltzmann model and a corrected form using
the Stewart-Pyatt model were produced. These are shown in figure 4. The difference in the two models is
relatively small, peaking at around 0.2 for Zi, but the impact this will have on time-resolved measurements is
unclear. Figure 5 shows the effect on the absorption coefficients. This is more significant as Kib is proportional to

Figure 5: Absorption coefficients for inverse bremsstrahlung Kib, photo-ionization Kpi, and the combination of the
two Ktot against plasma temperature for both the corrected (w/CL) and uncorrected (SB) Saha-Boltzmann
model in aluminium.

neniZ
2
i and Kpi will now have contributions from higher ionization levels. This will result in more rapid heating

of the target. The point at which photo-ionization drops below 10% of the total absorption shifts significantly
from 18.5 eV to 26.7 eV but Kib dominates from 10 eV regardless.

4.1.3 Continuum lowering in the rate equation model

The effects of continuum lowering on the rate equation model have also been investigated. The same algo-
rithm was implemented, with the ionization energies corrected using the Stewart-Pyatt model. The results for
1× 1010 W cm−2 are shown in figure 6. The correction has affected the Saha-Boltzmann and rate equation models

Figure 6: Average ionization and energy density of aluminium as a function of plasma temperature for the Stewart-
Pyatt corrected Saha-Boltzmann and rate equation models with an irradiance of 1 × 1010 W cm−2.

Proc. of SPIE Vol. 11886  118860T-6



equally, as would be expected, generating the same consistency between the models as before the correction.
Results for multiple higher irradiances are shown in figure 7. The effect of continuum lowering is present for

all irradiances, with reduced impact at higher irradiances.

Figure 7: Average ionization and energy density of aluminium as a function of plasma temperature for the Stewart-
Pyatt corrected rate equation model at irradiances from 1 × 1013 W cm−2 to 1 × 1016 W cm−2.

4.2. Single cell variant

Using the models detailed in section 3, a simple time-resolved scenario was constructed. A 10 nm slice of material,
of unit area, was irradiated with time-dependent pulses of 46.9 nm radiation. The cell was assigned a temperature
and energy content, and absorption coefficients were calculated accordingly. These were then used to calculate
the reduction in intensity across the cell, and therefore the deposited energy. Finally, the energy content was
updated and compared to the reference values to find the new cell temperature. This was repeated for each time

Figure 8: Temporal evolution of the plasma temperature and average ionization of a 10 nm aluminium cell for the
uncorrected and Stewart-Pyatt corrected Saha-Boltzmann model.

step with the next irradiance value in the time-dependent pulse. As there were no calculations performed in each
time step, it was trivial to run both the Saha-Boltzmann model and the Stewart-Pyatt correction simultaneously.
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A sine-squared pulse of 1.2 ns duration with a peak irradiance of 3× 1010 W cm−2 was modelled initially,
again to best match experimental parameters. The predicted temperatures and ionizations for both models are
shown in figure 8. The small changes introduced by continuum lowering in temperature and ionization, married
with the larger change in the absorption coefficient, have led to a significant increase in the final temperature,
from 37.7 eV to 54.0 eV, and ionization, from 3.36 to 4.48, of the test cell. This is likely to have strong implications
in the spatially-resolved simulations.

4.3. Density variations

Thus far the effects of temperature on the various models have been well considered, but the density has remained
constant at nsolid. The spatially-resolved simulations in section 4.4 are hydrostatic and do not consider plasma
expansion, so the effects of density are key to determining the validity of these results. As a simple test, a cell
at 10% of nsolid was examined under the same conditions as before, the results of which are shown in figure 9.

Figure 9: Temporal evolution of the plasma temperature and average ionization of a 10 nm aluminium cell at solid
density and at 10% solid density for the uncorrected and Stewart-Pyatt corrected Saha-Boltzmann model.

Figure 10: Temporal evolution of the total absorption coefficient of a 10 nm aluminium cell at solid density and at
10% solid density for the uncorrected and Stewart-Pyatt corrected Saha-Boltzmann model.

The decrease in density has reduced both the final temperature and the final ionization for both models as
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expected. The most significant change however, is in the absorption coefficient – shown in figure 10. The total
absorption coefficient for the plasma has reduced by an order of magnitude at early times and by nearly two at
late times. This indicates that in the case of an expanding plasma, the lower density plume will absorb little of
the incoming radiation and energy deposition will be dominated by the material at close to solid density. From
this, we can conclude that the hydrostatic model has a good chance of being valid, with the plume contributing
little to the absorption. These low density results are also of interest in the ionization of gas jet targets by
extreme ultraviolet laser pulses.

4.4. Multi cell variant

Expanding the simulations to include spatial resolution was simple. The algorithm for each cell remained largely
unchanged, but an additional calculation of the irradiance reaching each cell was added between them. This
was calculated from the energy deposited in the previous cell. An example temperature distribution is shown
in figure 11a. By varying the peak irradiance and integrating over the pulse we can produce a graph of fluence
plotted against ablated depth – see figure 11b. Determining how to measure the ablation depth requires some

(a) (b)

Figure 11: (a) Spatial distribution of plasma temperature for a peak irradiance of 3 × 1010 W cm−2 and
(b) predicted ablated depths as a function of incident fluence for an aluminium target.

thought. The simplest choice is a minimum plasma temperature or minimum ionization; melting temperature,
boiling temperature, and 10% ionization are sensible choices. A minimum ionization was selected as the most
likely condition for a complete solid-plasma transition.

Two main conclusions present themselves from figure 11b; there appears to be a maximum achievable ablation
depth, and the ablated depth approaches this value rapidly (below 10 J cm−2).

5. CONCLUSIONS

The high photon energies of extreme-ultraviolet photons activate photo-ionization as a contributing absorption
process in laser ablation. The absorption coefficients for inverse bremsstrahlung and photo-ionization in an alu-
minium plasma at a variety of temperatures and at multiple densities have been calculated. The rate equation
model showed no deviation in ionization or energy content from the Saha-Boltzmann model (corrected or uncor-
rected) at irradiances below 1× 1013 W cm−2, and no significant deviation below 1× 1015 W cm−2. Accounting
for continuum lowering created a small deviation from the Saha-Boltzmann model in average ionization and
energy density but this manifested as a larger change in the absorption coefficient. In the case of both ionization
models, inverse bremsstrahlung dominates the absorption process above temperatures of ≈ 10 eV.
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These calculated values have then been used to formulate a simple temporally-resolved algorithm simulating
a 10 nm slice of target irradiated by 1.2 ns pulse of 46.9 nm radiation. These simulations showed more significant
effects on the final temperature and ionization of the cell due to continuum lowering. Investigating the absorption
coefficients at 10% solid density showed a one to two order of magnitude reduction in absorption coefficient,
implying that the majority of laser absorption occurs at close to solid density. Expanding this to a spatially-
resolved model generated a fluence to ablation depth relationship with saturation-like behavior.
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