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ABSTRACT 

Cloud computing has problems such as untimeliness and poor network stability. In order to solve this problem, the 

predictive maintenance model of information and communication station owners based on edge computing is under in-

depth research. On the basis of existing research literature and case description analysis, the technical principles, key 

technologies and application cases of this model are studied, and the relevant operation and maintenance costs are 

compared and analyzed. Specifically, through real-time information monitoring and fault prediction technology, it can 

detect faults at any time and carry out corresponding maintenance in a timely manner, thereby reducing the use of human 

resources and production downtime. The results show that the maintenance time of this method is about 5-12 minutes, and 

the predictive maintenance model of the information and communication station based on edge computing has obvious 

effects and great advantages. It can solve the current problems in cloud computing well and improve the accuracy and 

efficiency of cloud computing. 

Keywords: Predictive maintenance, communication station, support vector machine, cloud edge collaboration, root cause 

analysis 

1. INTRODUCTION 

The traditional maintenance model of the information and communication station building is based on regular inspection and 

emergency maintenance, which has certain limitations. Regular inspections are often carried out at fixed time intervals, and 

equipment status changes cannot be monitored in real-time, and potential faults are easily missed. While the emergency 

maintenance model can only be repaired after the fault occurs, which can cause additional downtime of the equipment and 

increase the risk of business interruption. This paper explores a new maintenance strategy to study the predictive 

maintenance of information and telecommunication station buildings based on edge computing, aims to improve the 

operation and maintenance efficiency, reduce the cost, and enhance the business continuity. Through an in-depth study of the 

theoretical basis, key technologies, and application cases of this maintenance mode, the operating principles and 

advantages of the predictive maintenance for information and communication station buildings are comprehensively 

understood. It also provides a theoretical reference and practical guidance for the application of predictive maintenance model. 

The first part of this article introduces the importance of information communication station building maintenance and the 

limitations of existing models, and leads to the research background of the predictive maintenance model of information 

communication station building based on edge computing. The second part focuses on the significance of this research 

method, and expounds the potential of predictive maintenance model based on edge computing in improving maintenance 

efficiency, reducing costs and enhancing business continuity. The third part introduces the principle, key technologies and 

application cases of the predictive maintenance model of information communication station buildings based on edge 

computing, so as to better understand its working mechanism and practical application. The fourth part summarizes the 

research results of this article and looks forward to the future development direction of this field. 

2. RELATED WORK 

Many people have conducted research on the operation and maintenance of information station buildings. Dai Yanfei 

stated that the traditional maintenance model can no longer meet the requirements of sustainable development such as high 

safety, high operational intensity, and high availability of equipment, it was necessary to shift from the original post failure 
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maintenance model to the predictive maintenance model of real-time status monitoring equipment1. Liu Jianbing proposed 

a new dimension of network security, further highlighting the importance of boundary management and centralized control. 

He pointed out that the predictive security network architecture can support the technical, management, and expansion 

requirements of Level Protection 2.0, and highlighted the innovative technological implementation of new dimensions 

such as the security management center and security area boundaries of Level Protection 2.0, providing technical support 

for the implementation of Level Protection 2.02. Cai designed the research route for the predictive operation and 

maintenance project of Guangzhou Metro Line 11, exploring the architecture and functions of the vehicle integrated system 

from the aspects of vehicle comprehensive data control layer, vehicle ground data wireless transmission layer, and Suiteng 

OS cloud platform analysis application layer3. Cai used big data precise analysis models as the theoretical foundation to 

achieve real-time predictive operation and maintenance support for user perception. This plays an important role in 

identifying problems before they occur, resolving complaints before they occur, and reducing operational costs. It can also 

provide social services such as real-time monitoring of human traffic4. Hu proposed a secure and fast way to achieve large-

scale ICT project networking access in the 5G industry, and to detect problems before users, adopt preventive maintenance 

solutions, and meet the rapid deployment and operation needs of high-quality government enterprise dedicated line services 

for mobile5. Lu analyzed the latest research and industry standard developments that affected BIM and asset management 

during the operation and maintenance phases6. Steffen B found that in energy system planning, modeling, and optimization, 

it was necessary to consider the dynamic cost reduction potential of operation and maintenance7. Wu believed that effective 

operation and maintenance were crucial for ensuring the good condition of bridges8. Sheng reflected the expected 

development of wind turbine condition monitoring and operation in the US market9. Joo proposed a single class learning 

based anomaly detection method for operation and maintenance data10. These studies provide a lot of references for the 

predictive maintenance of information station buildings through edge computing in this paper. 

3. METHODS 

3.1 Information and communication station room data 

In the data collection and processing of information and communication station buildings, sensors are used to collect data 

on various environmental and equipment parameters for predictive maintenance and fault prediction. When selecting 

sensors, factors such as target parameters, accuracy and reliability, communication protocols, as well as durability and 

adaptability need to be considered11,12. The layout of sensors needs to consider factors such as location selection, quantity 

and density, installation method, and network connection. Through appropriate installation and arrangement, sensors can 

capture changes in key parameters and cover the monitoring needs of the entire station building. Data acquisition refers to 

reading data from sensors and transmitting it to edge computing nodes or data collection devices. Then, the raw data is 

preliminarily processed and cleaned to improve the quality and availability of the data. The steps of data acquisition include 

data collection and transmission, which require communication with sensors and transmission of data to designated devices 

through appropriate communication protocols. The steps of data preprocessing include data validation and filtering, data 

cleaning and denoising, data conversion and standardization, and data storage. There are many redundant data in the 

collected communication station data, which can be operated through normalization formulas:  
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Among them, x  is the raw data; nx  is the normalized data; μ and σ are the mean and standard deviation of the original 

data. Afterwards, the data is verified, cleaned, and denoised to eliminate the influence of outliers and noise, improve the 

accuracy and reliability of the data. At the same time, data conversion and standardization can make the data have a 

consistent format and range, facilitating subsequent analysis and processing. The processed data are stored in a suitable 

database or storage medium for future use and reference. Table 1 shows the collected data: 

Table 1. Collected data. 

Timestamp Power 

voltage (V) 

Power 

current (A) 

Air conditioner 

temperature (℃) 

UPS output 

voltage (V) 

UPS output 

frequency (Hz) 

04-15 08:00 220 10 25 220 50 

04-15 09:00 218 11 26 220 50 
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Timestamp Power 

voltage (V) 

Power 

current (A) 

Air conditioner 

temperature (℃) 

UPS output 

voltage (V) 

UPS output 

frequency (Hz) 

04-15 10:00 217 12 27 218 50 

04-15 11:00 220 13 28 217 50 

04-15 12:00 221 14 29 220 50 

04-15 13:00 222 15 30 221 50 

04-15 14:00 220 10 25 222 50 

04-15 15:00 218 11 26 220 50 

04-15 16:00 217 12 27 218 50 

04-15 17:00 220 13 28 217 50 

Through the reasonable selection and arrangement of sensors, as well as the preprocessing of the collected data, it can 

provide a reliable data basis for predictive maintenance and fault prediction. The effective implementation of these steps 

helps to enhance the monitoring capabilities and maintenance efficiency of the station building, and improve the stability 

and performance of the network13,14. 

3.2 Cloud edge collaboration and edge computing architecture 

In cloud edge collaboration, cloud servers undertake the tasks of large-scale computing, storage, and resource scheduling, 

and can provide high-performance computing power and rich services. The edge device is responsible for processing real-

time data, edge analysis, and tasks with high response speed requirements. By flexibly allocating computing tasks and data 

processing between the cloud and the edge, lower latency, better data privacy protection, and higher extensibility can be 

achieved. In an information communication station room, an edge computing architecture is designed to realize the 

predictive maintenance system and improve the reliability and operation and maintenance efficiency of the station room 

equipment. Selecting multiple edge computing nodes15,16 in the station building, and make reasonable deployment 

according to the size and layout of the station building. The edge computing node is a high-performance physical server 

and virtual machine with sufficient computing and storage capacity. The location distribution of nodes is considered to 

ensure the efficiency of data collection and processing and reduce data transmission delay. Deploying sensors and 

monitoring devices to collect real-time operational status data such as temperature, humidity, and voltage of station 

equipment. Modbus is selected as the communication protocol and transmission method. The data acquisition module 

transmits sensor data to edge nodes, which can be transmitted through wired or wireless methods. Edge nodes receive and 

process sensor data for real-time data processing and analysis. Designing a data processing process that includes steps such 

as data parsing, cleaning, aggregation, and feature extraction. Applying machine learning and data mining algorithms to 

monitor data in real-time, detect anomalies, and diagnose faults, in order to achieve predictive maintenance functions. 

Edge nodes can store historical data and perform offline analysis and model training to improve the accuracy of fault 

prediction. The fault diagnosis module runs on edge nodes, detecting equipment faults and abnormal situations based on 

real-time data and pre trained models. This article chooses to use support vector machines for fault diagnosis. Based on 

the fault diagnosis results, maintenance decisions and alarm notifications are generated to take timely repair measures, 

reduce equipment downtime and maintenance costs. Partial fault diagnosis and maintenance decisions can be completed 

at edge nodes, improving response speed and reducing dependence on the cloud. Edge nodes interact with the cloud for 

data exchange, transmitting critical data and diagnostic results to the cloud for further analysis and long-term storage. The 

cloud can provide stronger computing and storage capabilities for advanced fault diagnosis, device health analysis, and 

maintenance decision optimization17,18. 

3.3 Predictive maintenance algorithm development 

For the equipment management team of the factory, predictive maintenance can be understood as a predictive maintenance 

strategy, using advanced tools and technologies to predict and prevent equipment failures. Based on the PreMaint platform, 

enterprise teams can also identify the process of signs or indicators of impending failure of production equipment. 

PreMaint’s predictive maintenance involves monitoring various parameters, such as temperature, pressure, vibration, noise 

or electrical signals. Based on platform monitoring algorithms, alarm tools and operation and maintenance management 
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modules, the maintenance team can observe the performance changes of potentially faulty equipment and realize a closed 

loop of maintenance management. 

Tools to help identify root causes are provided in PreMaint, such as a fault case library and a fault knowledge map. Users 

can further explore the root cause of the problem in the case library, and conduct a comprehensive analysis of factors such 

as personnel, process, equipment, materials, and environment. In the PreMaint fault knowledge map, users can evaluate 

the combination of events and conditions that lead to specific undesirable results or failures based on graphical tools, and 

adopt logical and systematic methods to quickly locate the root cause of the problem and precipitate the enterprise’s 

exclusive knowledge base. 

SVM can use sensor data and equipment status parameters in the station building to diagnose equipment faults. By training 

an SVM model, normal states and various fault states can be classified, enabling timely and accurate detection of potential 

faults. Assuming we have a training dataset consisting of n samples, each represented by m features. Each sample has a 

label indicating its category. The training dataset is {(x1, y1), (x2, y2), ..., (xn, yn)} , where xi  represents the feature 

vector (m-dimensional) of the i-th sample, and yi  represents the label of the i-th sample (normal or faulty). By 

constructing a hyperplane, the normal and faulty samples are separated as much as possible. Mapping the sample feature 

vector xi to a high-dimensional feature space, and in the high-dimensional feature space, find a hyperplane so that the 

normal and fault state samples are on both sides of the hyperplane19,20. The equation for a hyperplane is: 

0 = b +x *w                                          (2) 

W is the normal vector of the hyperplane, x is a sample feature vector, and b is the bias term. Maximizing the interval 

between the hyperplane and normal and fault state samples while minimizing classification error, the objective function 

can be expressed as:  

21
min ( )*||w|| max(0,1 ( * ))

2
C yi w xi b+ − +

                           
(3)

 

C is a regularization parameter that balances the control interval and classification error. Σ indicates the sum of all samples. 

Transforming the objective function into a convex quadratic programming problem, and obtain the parameters w and b of 

the hyperplane by solving the convex quadratic programming problem. For the new sample feature vector x, classify it by 

determining which side of the hyperplane it is on. If 0 > b +x *w , it is predicted to be in a normal state; if 0 < b +x *w , 

it is predicted as a fault state. 

4. RESULTS AND DISCUSSION 

4.1 Experimental setup 

In order to verify the performance and effectiveness of the predictive maintenance mode, a series of experiments are 

required. The experimental environment is set as a real information and communication station room, including edge 

computing equipment, servers, and related sensors and monitoring equipment. By applying a predictive maintenance model 

based on edge computing in the experimental group and comparing it with the traditional maintenance model in the control 

group, the differences between the two modes are evaluated. The experiment will focus on performance evaluation 

indicators such as fault prediction accuracy, maintenance time, and economic cost to comprehensively evaluate the 

advantages of the predictive maintenance model. During the experiment, it is necessary to ensure the accuracy of data 

collection, including the accuracy and stability of sensor data, and perform data verification and calibration. Consistent 

experimental settings and conditions need to be maintained between the experimental group and the control group to ensure 

the comparability of experimental results. In terms of data analysis, statistical methods are used to analyze experimental 

data. In order to obtain more stable and reliable results, multiple experiments will be repeated. 

4.2 Experimental results 

The predictive maintenance model uses edge computing and data analysis technology to predict potential failures and 

problems in advance through real-time monitoring and analysis of equipment status and sensor data, while the accuracy of 

fault root cause analysis measures the accuracy and reliability of the predictive model, which has an important impact on 

the practical application and effect of predictive maintenance. Figure 1 shows the comparison result. 
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Figure 1. Root cause analysis accuracy rate. 

In this test, the experimental group and the control group showed different levels of accuracy. Among them, the accuracy 

rate of the experimental group was the lowest at 93%, which was obtained from the 4th, 14th, and 22nd experimental tests, 

and the highest was 98%, which was obtained from the 1st, 7th, 11th, 13th, 21st, and 24th experimental tests. The accuracy 

rate of the control group is distributed at 88%-94%, it is obvious that the predictive maintenance model designed in this 

paper has a higher accuracy rate of failure prediction. 

The time of root cause analysis can reflect the efficiency of the maintenance team in the troubleshooting process. If the 

root cause analysis takes a long time, it may mean that the maintenance team has encountered difficulties in determining 

the root cause of the problem or needs more time to collect and analyze data. Figure 2 is the root cause analysis time test. 

 

Figure 2. Maintenance time. 

In the root cause analysis time test, the maintenance time of the experimental group is between 5-12 minutes, and the 

problems that arise can be diagnosed and analyzed in a shorter period of time. The analysis time of the control group is 

between 10-20 minutes, and the maintenance time is longer than that of the experimental group. This is because edge 

computing technology enables fault detection to be carried out locally on the device without relying on remote servers or 

cloud platforms. When the analysis results are obtained, the edge device can immediately detect and send an alarm, and 

the maintenance team can respond quickly. 

Figure 3 is a comparison of the economic costs of predictive maintenance. 

 

Figure 3. Economic cost. 
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From the comparison of economic costs, it can be learned that the cost of one-time predictive maintenance of the 

experimental group designed in this paper is 5000-6000 yuan, while the cost of the control group is 6000-7000 yuan, and 

the cost of the experimental group is less. The predictive maintenance model combines fault prediction and intelligent 

scheduling, which can arrange maintenance resources more accurately. By predicting the possibility and priority of failure, 

the maintenance team can rationally allocate personnel and materials, avoiding unnecessary waste and inactivity of 

resources, thereby reducing operation and maintenance costs. 

5. CONCLUSION 

Multiple tests of multiple indicators have found that the predictive maintenance model can reduce maintenance costs 

through preventive maintenance, avoid further deterioration of failures and lead to higher maintenance costs. It uses real-

time monitoring and fault prediction technology to detect faults in a timely manner and take corresponding maintenance 

measures, reducing the need for manual inspection and troubleshooting, thereby reducing human resource costs. This 

research provides an innovative operation and maintenance model for the information and communication industry, and 

provides strong support for the realization of more reliable, efficient and intelligent information and communication station 

room management. Future development should continue to pay attention to the continuous innovation and improvement 

of technology, in order to further improve the performance and feasibility of the predictive maintenance model, and 

promote its widespread promotion and application in practical applications. 
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