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ABSTRACT 

Ensuring the accurate prediction of water supply network pressure is crucial for the efficient operation of the water 

supply system. The purpose is to address the issue of insufficient accuracy in short-term forecasting. The method of 

short-term prediction for network pressure nodes using the Particle Swarm Optimization-Back Propagation (PSO-BP) 

neural network algorithm is proposed in this paper. Firstly, the real pressure data collected from a water supply network, 

upon which this paper relies, is cleaned using the Cook’s distance method. After the dirty data is removed, Back 

Propagation (BP), Genetic Algorithm-Back Propagation (GA-BP), and PSO-BP are employed to predict the pressure in 

the water supply network. By comparing the prediction results, PSO-BP was found to be the most accurate among the 

three algorithms, with an RMSE (Root Mean Square Error) of 1.9132. In order to solve the problem of insensitive 

regions in pressure prediction, a variable sliding window method is proposed to determine the data set based on the 

previous method. The results indicate that this method can effectively improve the accuracy of prediction in insensitive 

areas. 
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1. INTRODUCTION 

With the acceleration of urbanization, the expansion of urban population and industrial production scale has led to a 

sharp increase in the demand for water supply. This requires the water supply system to provide a stable and sufficient 

amount of water with appropriate water pressure to meet the needs of residents’ daily life and industrial production. 
Therefore, accurate prediction of water supply network pressure is crucial for ensuring efficient operation and meeting 

demand in the water supply system. Pressure prediction can provide a foundation for other network optimizations, such 

as leak detection and network scheduling. Currently, issues related to urban water supply network pressure are receiving 

significant attention from a large number of researchers. Dawood et al.1 have achieved certain results in the assessment 

of water supply pipe leakage by employing machine learning models. Letting et al.2 applied an intelligent stochastic 

search algorithm to the calibration of hydraulic model parameters in water supply networks. Viccione et al.3 applied the 

ARIMA model for water level simulation and prediction. Ye et al.4 utilized the linear Kalman filter and the linear 

unbiased minimum mean square error estimation criterion to predict the pressure or flow of the water supply network at 

the current moment. Nerantzis et al.5 utilized model predictive control to optimize the scheduling of pipeline networks, 

which involves using a pipeline network model in conjunction with optimization algorithms to select the best scheduling 

plan. Agafonov et al.6 employ Recurrent Neural Network (RNN) to analyze time series data and have achieved 

outstanding results. According to Ismail et al.7, accelerometer sensors should be applied to detect vibrations from water 

pipeline leaks. Mamo et al.8 proposed a leakage detection and classification method based on multi-class support vector. 

Jesús et al.9 constructed a leakage prediction model for water supply networks using topology differential evolution. 

Through reviewing relevant literature and collecting and organizing related calculations, the author conducted 

predictions on actual pipeline networks using Matlab. The author processed and cleaned the dataset using the Cook’s 

distance method, achieving a higher accuracy rate. Based on the insensitive points identified in the predictions, the 

author proposes a new method, the variable sliding window method, which aims to provide a new perspective for solving 

the problem of pipeline pressure prediction in the future. 
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2. METHODOLOGY 

2.1 The significance of data cleaning 

Data anomalies in water supply network monitoring refer to abnormal conditions such as missing data values, incorrect 

data records, and other irregularities found in the monitoring records of the water supply network. An essential 

prerequisite for carrying out data cleaning in water supply network monitoring is to organize and summarize the 

anomalies in these data, and to conduct research and analysis on the patterns, categories, quantities, and causes of data 

anomalies. Based on the analysis and processing of a large amount of monitoring data, this article describes and 

classifies the anomalies in the monitoring data across different dimensions, serving as the foundation for data cleaning 

and quality assessment.  

Data cleaning involves two parts of work. The first is to identify and detect errors in the data, which is also known as 

anomaly detection or anomaly identification, such as discovering data loss or identifying outliers, etc. The second part 

involves correcting and repairing the identified anomalies, such as replacing outliers, filling in missing data, etc. Data 

cleaning is a foundational task that “connects the previous and subsequent steps” based on the analysis of existing data, 

aiming to meet the data quality requirements of subsequent business operations.  

2.2 Cook’s distance 

After performing regression prediction, if the accuracy of the results is not satisfactory, data cleaning can indeed have an 

impact on the accuracy of the regression prediction. The data was analyzed and processed using IBM-SPSS software. 

This study selected Cook’s distance as a method to identify outliers. Before data cleaning, the entire dataset is first 

analyzed and graphed to observe the distribution of pressure points over time across 31 days, facilitating subsequent 

comparisons and analyses, as shown in Figure 1. 

 

Figure 1. Time pressure scatter plot (original). 

This article continues to discuss the analysis of outliers in the data using Cook’s distance as the method. Extract all days 

from August 2023 for individual analysis, with one day’s image shown in Figure 2. 

 

Figure 2. Pressure cook’s distance scatter plot. 
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From the annotations on the graph above, it can be deduced that points 48 and 14 are outliers. Extending this logic, this 

article has analyzed all 31 days in August and aggregated the results into the dataset for further analysis. Based on the 

above conclusions, the dataset was reanalyzed by replacing the outliers with the average value of the specific time on the 

31st day. After reanalyzing the entire dataset, Figure 3 was obtained. By comparing the two graphs, it can be observed 

intuitively that the outliers have been removed, and the entire curve fits more closely. 

 

Figure 3. Time pressure scatter plot (cleaned). 

2.3 PSO-BP regression prediction 

The PSO-BP algorithm refers to a neural network training method that combines Particle Swarm Optimization (PSO) 

with Backpropagation (BP). Here is a sample illustration and caption for a multimedia file. This algorithm combines the 

global search capability of the Particle Swarm Optimization (PSO) algorithm with the local search capability of the 

Backpropagation (BP) algorithm, aiming to improve the training efficiency and performance of neural networks. Using 

the PSO algorithm to optimize the weights and biases of the BP neural network can enhance the training efficiency and 

performance of the network. Here are the basic steps for optimizing a BP neural network using PSO: 

Step 1: Particle Swarm Initialization: The positions of the particles, which represent the weights and biases of the BP 

neural network, should be randomly initialized. The velocity of the particles should also be randomly initialized. The size 

of the particle swarm, which is the number of particles, needs to be set. 

Step 2: Particles Evaluation: The fitness of each particle should be evaluated using the error function of the BP neural 

network. The closer the network weights and biases represented by the particle are to the optimal solution, the smaller 

the value of the fitness function will be.  

Step 3: Individual Best and Global Best Updating: For each particle, the current fitness should be compared with the 

historical best fitness. If the current fitness is better, the individual best position of the particle should be updated. The 

global best fitness among all particles should be found, and the corresponding particle position should be recorded. 

Step 4: The velocity and position of the particles should be updated. 

Step 5: Termination Condition Check: If the maximum number of iterations is reached or the fitness reaches a 

predetermined threshold, the iteration should be stopped. Otherwise, the process should return to Step 2 to continue the 

iteration. 

Step 6: Global Optimal Solution Output: Upon termination of the algorithm, the global optimal position should be 

outputted, which represents the optimal weights and biases for the BP neural network.  

2.4 Sliding window regression prediction 

This paper introduces a variable sliding window approach, which applies a more detailed sub-prediction method using 

time-series forecasting when predicting insensitive areas. The program will predict in 5-minute increments, using a 35-

minute cycle to forecast specific fluctuation points. When the sliding window prediction with a daily cycle identifies 

points with significant fluctuations, as shown in Figure 4. 

Sub-predictions are conducted using a variable sliding window, and a 35-minute cycle can cover the previous point of 

the fluctuation point, with the previous point being a normal value. Therefore, it can provide more detailed changes in 

pressure points at 5-minute intervals to predict the situation at that point. Moreover, this time-series prediction can make 
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more accurate predictions for fluctuation areas, which not only improves the overall prediction accuracy but also allows 

for analysis of abnormal fluctuation points. 

 

Figure 4. PSO-BP test set prediction of fluctuation range. 

3. DATA 

Data collection is the foundation of data stream analysis, and through the Internet, various sensors, and monitoring 

equipment, real-time monitoring and data acquisition of flow, pressure, water quality, and other data in the water supply 

system is conducted.10 By collecting the actual operation conditions of the pipeline network in a certain area of a city 

over the past three years as a dataset, and through data collection and processing, the model was constructed and 

validated for all pressure data at the site in August 2023. When modeling in Matlab, the 10-fold cross-validation method 

is used to divide the dataset into a training set and a test set at a ratio of 9:1. This design employs the sliding window 

method to construct the model, which can break down long sequences into short ones, thereby reducing computational 

load and memory usage. Each subsequence can be processed independently, enhancing processing efficiency. Suitable 

for large-scale datasets and high-dimensional data; can be combined with other algorithms for processing, with strong 

scalability. In the experiment, we use data from the previous seven days to predict the next day, so the window size is set 

to 7 and the step size is set to 1. It is shown in Figure 5. In the experiment, based on a daily basis, we further refine the 

data by dividing each day into 30-minute intervals to predict the pressure value every 30 minutes throughout the day. It 

is shown in Figure 6. The data after final data cleaning is displayed in Figure 7. 

  

Figure 5. Implementation diagram of the sliding window method. Figure 6. Partial data before data cleaning. 

 

Figure 7. Partial data after data cleaning. 

4. RESULTS 

4.1 Comparison of prediction results before and after cleaning 

To verify the impact of the above data analysis on prediction accuracy after cleaning, this study will use PSO-BP to 

predict the cleaned dataset separately. The prediction results before data cleaning are shown in Figure 8. 
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Figure 8. The prediction results before data cleaning. 

The results after data cleaning are shown in Figure 9. 

 

Figure 9. The prediction results after data cleaning. 

As can be seen, after data cleaning, there is a significant change in the RMSE (Root Mean Square Error), indicating that 

the data processed by cleaning with Cook’s distance has greatly improved the accuracy of regression predictions.The 

specific results can be seen in Table 1. 

Table 1. Comparison of RMSE before and after cleaning. 

 Before cleaning After cleaning 

RMSE 2.1477 1.9132 

4.2 Comparison of multiple algorithms 

Based on the PSO-BP algorithm, the intention is to verify how the regression prediction accuracy of PSO-BP compares 

to other algorithms. This article also selected two other algorithms, namely BP neural network and GA-BP. These two 

algorithms were also used for regression prediction on this pressure node. The results obtained were compared to draw 

conclusions. 

Firstly, the BP neural network was used, resulting in Figure 10. 

 

Figure 10. BP test set prediction chart. 
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GA-BP algorithm, which stands for Genetic Algorithm Optimized Backpropagation Neural Network, is a hybrid 

optimization method that combines Genetic Algorithm (GA) with Backpropagation (BP) neural networks. This 

algorithm aims to optimize the parameters of the BP neural network using the global search capability of the Genetic 

Algorithm (GA), thereby enhancing the prediction accuracy and performance of the network. 

Secondly, the results of GA-BP are shown in Figure 11. 

 

Figure 11. GA-BP test set prediction chart. 

The results obtained by synthesizing the three types are shown in Table 2. 

Table 2. Comparison of RMSE for BP, GA-BP, and PSO-BP. 

 RMSE 

BP 1.9914 

GA-BP 1.9479 

PSO-BP 1.9132 

It can be seen that the accuracy of PSO-BP is higher compared to other algorithms. 

4.3 Comparison of variable sliding window regression prediction 

Using PSO-BP for variable sliding window regression prediction resulted in Figure 12. 

 

Figure 12. PSO-BP variable sliding window test set prediction chart. 

The results of the sliding window method and the variable sliding window method are shown in Table 3. 

Table 3. Comparison of RMSE for the sliding window method and the variable sliding window method. 

 Sliding window method Variable sliding window method 

RMSE 1.9132 1.5359 

Through the comparison of the above results, it was found that the variable sliding window method proposed in this 

paper provides more accurate prediction results in the insensitive areas of the sliding window method. 
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5. CONCLUSIONS 

PSO-BP is employed in this paper to predict the pressure of a single-node operating condition in a specific city. The 

Cook’s distance method is used to identify outliers in the dataset, and to label and modify the relevant data within the 

dataset. After using the cleaned dataset for prediction, more accurate prediction results were obtained with an 

RMSE=1.9132. To verify whether PSO-BP provides more accurate pressure predictions compared to other algorithms, 

the dataset was cleaned and the results of predictions using BP, GA-BP, and PSO-BP algorithms were compared. It was 

found that PSO-BP achieved a higher accuracy rate. RMSE=1.9132<1.9749<1.9914. Building upon the sliding window 

approach, a method of variable sliding window is proposed for a more detailed study to address the issue of inaccurate 

predictions in insensitive areas when using PSO-BP with a sliding window. By applying the variable sliding window 

method, more accurate results were obtained in the insensitive areas. A better result obtained is RMSE=1.5359<1.9132. 

The above methods and experiments provide more insights for studying water supply network pressure prediction. 
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