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ABSTRACT. Purpose: We aim to enhance deep learning-based computed tomography (CT)
image reconstructions. Conventional loss functions such as mean squared error
(MSE) yield blurry images, and alternative methods may introduce artifacts. To
address these limitations, we propose Eagle-Loss, designed to improve sharpness
and edge definition without increasing computational complexity. Eagle-Loss lever-
ages spectral analysis of localized gradient variations to enhance visual quality and
quantification in CT imaging.

Approach: Eagle-Loss enhances CT reconstructions by segmenting gradient maps
into patches and calculating intra-block variance to create a variance map. This map
is analyzed in the frequency domain to identify critical features. We evaluate Eagle-
Loss on two public datasets for low-dose CT reconstruction and field-of-view (FOV)
extension and on a private photon counting CT (PCCT) dataset for super-resolution.
Eagle-Loss is integrated into various deep learning models and used as a regular-
izer in ART, demonstrating effectiveness across reconstruction methods.

Results: Our experiments show that Eagle-Loss outperforms existing methods
across all evaluated tasks, consistently improving the visual quality of reconstructed
CT images. It achieves better performance compared with current top-performing
loss functions when used with different network architectures while maintaining sim-
ilar speed without adding extra computational costs. For low-dose CT reconstruc-
tion, Eagle-Loss achieved the highest SSIM scores of 0.958 for the TF-FBP model
and 0.972 for RED-CNN. In the CT FOV task, our method reached a best SSIM of
0.966. For PCCT super-resolution, Eagle-Loss attained a top SSIM score of 0.998.

Conclusions: Eagle-Loss effectively mitigates blurring and artifacts prevalent in
current CT reconstruction methods by significantly improving image sharpness and
edge definition. Our evaluation confirms that Eagle-Loss can be successfully inte-
grated into various deep learning models and reconstruction techniques without
incurring additional computational costs, underscoring its robustness and model-
independent nature. This significant enhancement in visual quality is important for
achieving more accurate diagnoses and improved clinical outcomes.
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1 Introduction

1.1 Background and Motivation

Computed tomography (CT) imaging has become an important tool in modern healthcare,
playing a critical role in quantitative diagnosis, evidence-based treatment planning, and patient-
centric care across a wide spectrum of disease pathways.' The quality and speed of CT image
reconstruction directly influence the accuracy of diagnosis, and the effectiveness of treatment
plans, hence the overall efficiency of clinical workflows.” Traditional reconstruction methods
such as filtered backprojection (FBP) and algebraic reconstruction technique (ART) often face
challenges when noise or disturbance is present in the data. These approaches struggle to effec-
tively balance image quality and computational efficiency, particularly in scenarios where such
noise, artifacts, or disturbances exist.

In recent years, there has been a marked increase in the application of deep learning tech-
niques to enhance various aspects of CT reconstruction.®™ These approaches have shown prom-
ising results in addressing longstanding issues such as noise reduction and artifact removal.%!°
The potential of deep learning in CT reconstruction lies in its ability to learn complex, nonlinear
mappings between input data and high-quality reconstructions, often outperforming traditional
methods.'!?

1.2 Loss Functions in Deep Learning-Based CT Reconstruction

At the core of deep learning approaches lies the optimization process, which relies on minimizing
a specific objective function, known as the loss function, through backpropagation. The design of
this loss function is critical in determining the quality and characteristics of the reconstructed CT
images. It serves as the primary guide for the neural network during training, influencing what
features are emphasized or suppressed in the final reconstruction.

The most commonly used loss function in CT image reconstruction is the pixel-wise mean
squared error (MSE). Its popularity stems from its computational simplicity and its alignment
with Gaussian noise models, which are often assumed in CT imaging."> However, MSE has
significant limitations when it comes to capturing the nuances of human visual perception.
Research has shown that MSE may not accurately reflect human-perceived image quality,'*
as it fails to account for the varying perception of noise based on image content, such as lumi-
nance and contrast.'’

This discrepancy between MSE-based optimization and human visual assessment can lead
to reconstructions that, while numerically accurate, may not be optimal for clinical interpretation.
For instance, MSE tends to overly smooth images, potentially obscuring fine details that could be
crucial for accurate diagnosis. Moreover, it does not adequately penalize structural distortions
that might be visually significant but contribute little to the overall pixel-wise error.'®

1.3 Alternative Loss Functions and Their Limitations

Recognizing the limitations of MSE, researchers have proposed various alternative loss
functions.'”® These can be broadly categorized into three main types, each with its own
strengths and limitations:

1. Perception-driven loss functions: These functions leverage pre-trained neural networks,
typically convolutional neural networks (CNNs) trained on large-scale image classification
tasks, to compare features between reconstructed and ground truth images. The underlying
principle is that these pre-trained networks have learned to extract features relevant to
human visual perception.”” However, this approach faces significant challenges in medical
imaging contexts:

Stylistic deviations and mitigation: Perceptual loss can bias reconstructed images towards
the style of its training data,® which is particularly problematic for CT images where such
deviations can obscure important diagnostic details. To address this issue, transfer learning
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techniques can be employed. Pre-training the perceptual loss model on CT data can mitigate style
biases,”’ helping to align the perceptual model’s feature space with the characteristics of CT
images.*

Computational considerations: The use of perception-driven loss functions introduces sig-
nificant computational challenges. The pre-trained network needs to process the images and cal-
culate the loss for each iteration during training and validation, substantially increasing the time
and resources required compared with simpler loss functions such as MSE. In addition, the com-
plex nature of these networks reduces interpretability, which is crucial in medical applications.

These limitations underscore the need for more specialized and efficient loss functions that
can capture the perceptual quality of CT images without introducing style biases or excessive
computational burden. Future research could focus on developing lightweight perceptual models
specifically tailored for CT imaging or exploring hybrid approaches that balance perceptual qual-
ity with computational efficiency.’’

2. Gradient-based methods: These methods focus on preserving edge information by com-
paring gradient information between the reconstructed and ground truth images.'®*> They
typically require fewer computations than perceptual loss functions, making them more
efficient for training. However, current gradient-based techniques often examine gradients
only in the spatial domain.?? This limitation can lead to globally blurred gradient maps,
which in turn can hinder the reconstruction of sharp edges. Although these methods are
generally better at preserving structural information than MSE, they may still struggle with
fine detail preservation and can sometimes produce over-sharpened artifacts.

3. Frequency domain approaches: These methods analyze the differences between recon-
structed and ground truth images in the frequency domain, typically using a Fourier
transform.*** They excel at recovering high-frequency texture details, which can lead
to visually sharp images. However, most current frequency domain methods focus solely
on magnitude differences, omitting phase information. This omission is problematic
because phase information is crucial for accurately defining edges and overall image struc-
ture. Consequently, although these methods can produce images with rich texture, they
may struggle with accurate edge definition and overall structural coherence.

Each of these approaches offers certain advantages over MSE, but none fully addresses all
the challenges inherent in CT image reconstruction.’>*® The ideal loss function would need to
balance perceptual quality, structural accuracy, and computational efficiency while also being
adaptable to the specific characteristics of CT images.

1.4 Contributions
Our work makes several contributions to the field of CT image reconstruction:

1. Development of Eagle-Loss: We introduce a loss function specifically designed for CT
image reconstruction. Eagle-Loss combines gradient-based patch analysis, variance map
generation, and frequency domain analysis to optimize both image sharpness and struc-
tural accuracy.

2. Comprehensive evaluation across diverse CT scenarios: We demonstrate the versatility
and effectiveness of Eagle-Loss through extensive evaluations in multiple CT reconstruc-
tion contexts:

e Low-dose CT reconstruction using two public datasets, addressing the challenge of
producing high-quality images from reduced radiation exposure data.

e CT field-of-view (FOV) extension, demonstrating the ability to reconstruct areas out-
side the scanner’s primary field of view, effectively expanding the imaging area.

e Photon counting CT (PCCT) super-resolution using a private dataset, showcasing
Eagle-Loss’s effectiveness in enhancing spatial resolution for this advanced CT
modality.

This wide-ranging evaluation highlights Eagle-Loss’s adaptability across diverse CT imag-
ing paradigms and reconstruction challenges.
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3. Dataset contribution: We modify and open-source a public dataset specifically for the CT
FOV extension task, addressing the lack of standardized datasets in this area and facili-
tating further research in the field.

4. Model-independent performance: Our results demonstrate that Eagle-Loss consistently
outperforms state-of-the-art loss functions in terms of visual quality and sharpness across
various reconstruction models and CT modalities, offering a reliable solution independent
of the specific reconstruction algorithm used.

By introducing Eagle-Loss and demonstrating its effectiveness across multiple scenarios,
our work paves the way for improved CT image reconstruction methods that can potentially
enhance diagnostic accuracy and patient care.

1.5 Paper Structure

The paper is structured as follows: Sec. 2 provides an in-depth discussion of the motivation
behind Eagle-Loss as well as its mathematical foundations. Section 3 outlines the experimental
setup and evaluation framework. Section 4 presents and analyzes the results of our experiments
across various CT reconstruction scenarios and performs a comprehensive ablation study on the
key components and hyperparameters of Eagle-Loss. Finally, Sec. 5 summarizes the main find-
ings and contributions of our work, discussing implications and future directions.

2 Methodology

To address the limitations of existing loss functions and the specific challenges of CT image
reconstruction, we introduce a loss function termed “Eagle-Loss.” This approach is inspired
by the observation that image blurring typically reduces the variance in gradient map patches.'®
Eagle-Loss leverages this insight to develop a more effective method for assessing image quality
during the reconstruction process.

The key innovations of Eagle-Loss are

o Gradient-based patch analysis: Eagle-Loss begins by computing gradient maps of the
image, which capture edge details in both horizontal and vertical directions. These gradient
maps are then divided into non-overlapping patches, allowing for a localized analysis of
image features at different scales and positions.

e Variance map generation: Within each patch of the gradient maps, Eagle-Loss computes
the variance. This step creates variance maps that effectively capture local contrast and edge
information, providing a more nuanced representation of image structure compared with
traditional gradient-based methods.

o Frequency domain analysis: The variance maps are then transformed into the frequency
domain using a discrete Fourier transform (DFT). A Gaussian high-pass filter is applied to
emphasize high-frequency components, which are associated with fine details and sharp
edges in images.

e Magnitude spectrum comparison: Finally, Eagle-Loss quantifies the difference between
the reconstructed image and the ground truth by calculating the L; loss of their respective
magnitude spectra. This approach allows for a comprehensive comparison of image fea-
tures across different scales and orientations.

To the best of our knowledge, this is the first application of frequency analysis to localized
features within gradient-derived variance maps for CT image reconstruction. By combining spa-
tial localization with frequency domain analysis, Eagle-Loss aims to capture both fine-grained
texture information and larger-scale structural features, potentially overcoming the limitations of
existing methods.

Our method builds upon and significantly extends the work of Abrahamyan et al.,'"® who
pioneered the use of gradient variance for image generation tasks. Figure 1 provides a compre-
hensive overview of the Eagle-Loss process, illustrating the steps involved in computing the
magnitude spectrum from an input image. This approach is motivated by a key observation:
blurring in reconstructed images typically manifests as reduced variance in the patches of their
gradient maps.'® By focusing our analysis on the high-frequency components of these variance
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Gradient Map Patched Gradient Map Variance Map Magnitude Spectrum

2O M, (D)

Scharr Kernel Patchify L Variance Calculation Fourier Transform

Fig. 1 lllustration of steps involved in computing the magnitude spectrum M, (/) and M, (/) from an
image /. In this figure, larger patches are used for better visualization.

maps, we can more effectively capture and preserve fine details in reconstructed images, maintain
sharp edges and intricate textures, and enhance overall image quality and fidelity.

Before explaining the specifics of Eagle-Loss, it is important to understand two key con-
cepts: gradient maps and variance maps. A gradient map represents the directional change in
intensity or color in an image. It highlights edges and textures, where pixel values change rapidly.
Gradient maps are crucial for detecting features and understanding image structure, typically
computed using convolution operations with specific kernels designed to detect changes in hori-
zontal and vertical directions. A variance map quantifies the local contrast within an image. It is
created by calculating the statistical variance of pixel values within small neighborhoods or
patches of the image. High variance indicates areas with significant intensity changes (such
as edges or textures), whereas low variance suggests more uniform regions. Variance maps can
reveal subtle textures and structures that might not be immediately apparent in the original image.

Eagle-Loss leverages these concepts through a four-step process:

1. Gradient map computation: Let / € R**" be a grayscale image. We compute gradient
maps of the input image G, (I) and G, (I) using Scharr kernels K, and K,,”’ capturing edge
details in both horizontal and vertical orientations. The process of computing Eagle-Loss is
as follows:

G.(I)=1+K,, G,I)=1I%K,, (1)

where * denotes convolution.

2. Patch-wise variance calculation: We then divide the gradient maps into non-overlapping
patches and calculate the variance within each patch, creating variance maps that effec-
tively capture local contrast and edge information. Here, we divide the gradient maps into
non-overlapping patches of size n X n:

G (1) =U{G.(I).n}. G,(I) =U{G,(I).n}. @)

where U/ denotes the patching operation, whereas G, (1) and Gy (I) represent the patchified
gradient map.

Py ; and P; ; are the patches extracted from patchified gradient maps G, (I) and Gy(l ) along
the x-axis and y-axis. We then calculate the variance:

, , h
vl =Py, vl =P, ie{l,z,...,f}, je{l,Z,...,—}. 3)

n n

The variance 6> for a patch P is computed as

1 &
(P)=—5> (pe—n)’, )
k=1

where p, represents each element in the patch and u is the mean value of the patch
1 &
=— . 5
= ; P 5)
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3. Frequency domain transformation: Next, we apply a DFT to the variance maps V(1)
and V (1), where these maps denote the groups of variances from all patches, followed by
a Gaussian high-pass filter,”® allowing us to analyze the high-frequency components
corresponding to fine details and sharp edges:

M (1) = WOIF{V.(D},  My(I) = WOIF{V,(D)}], ©)

where F is the DFT, © is element-wise multiplication, and W is the Gaussian high-pass
filter:

(\ /12 +.f§—x> ’
W=l-e——7 ", (7

where f, and f, represent the frequency components in the x and y directions, respec-
tively. These components correspond to the spatial frequencies in the image, with higher
values representing finer details and lower values representing coarser structures.
Specifically

o f, ranges from —% to %, where w is the width of the image.
o f, ranges from —% to 4 where h is the height of the image.

The term /2 + f% calculates the radial distance from the origin in the frequency domain,
effectively measuring how “high” the frequency is.

The parameter « is the cutoff frequency, which determines the threshold between low and
high frequencies. It acts as a control for the filter’s behavior:

o Frequencies below « are attenuated (reduced in magnitude).
o Frequencies above k are amplified or preserved.

A larger value of x allows more low frequencies to pass through, resulting in less aggressive
filtering, while a smaller value of k creates a more stringent high-pass filter that emphasizes finer
details and edges more strongly.

This Gaussian high-pass filter design ensures a smooth transition between attenuated
and preserved frequencies, avoiding abrupt changes that could introduce artifacts in the filtered
image.

4. Magnitude spectrum comparison: We compute the loss by comparing the magnitude
spectra of the reconstructed image and the ground truth using the L; norm. For the recon-
structed image I, and the ground truth image /,, Eagle-Loss is computed as

1 1

EEagle = N ”Mx(lrec) - Mx(lg) H] + ﬁ ”My(lrec) - My(Ig)
‘;—f’ is the number of pixels in the magnitude spectrum. The choice of the L,
norm over the L, norm is supported by Parseval’s theorem,* which indicates that the
Fourier transform is unitary. This property implies that the sum of the squares of function
values remains invariant even after a Fourier transform is applied. Using the L; norm, we
can effectively capture the differences in the magnitude spectrum while maintaining the
energy conservation principle inherent in the Fourier transform.

N @®)

where N =

This formulation of Eagle-Loss allows us to comprehensively assess the quality of recon-
structed CT images by comparing both local and global features in the frequency domain, poten-
tially leading to more accurate and visually pleasing reconstructions.

3 Experiments

3.1 Synthetic, Animal, and Clinical Data

Our experiments utilized three diverse datasets comprising synthetic, animal, and clinical
data to evaluate the performance of Eagle-Loss across different CT reconstruction tasks
comprehensively:
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o LoDoPaB-CT dataset: We employed this public dataset*’ for low-dose CT reconstruction.
From the original dataset comprising 35,802 training, 3522 validation, and 3553 testing
samples, we randomly selected 1000 samples for training, 200 for validation, and 200 for
testing. This dataset offers a rich collection of 362 X 362 phantom images and their
corresponding 1000 x 513 sinograms, indicating that each CT scan comprises 1000
projections.

o SMIR dataset: The SMIR dataset*' containing head and neck CT data from 53 patients
was used for CT FOV extension.*” We simulated a cone-beam computed tomography
(CBCT) system with an FOV size of 32 cm to generate CBCT projections. The 3D
Feldkamp-Davis-Kress Algorithm (FDK) reconstruction with water cylinder extrapolation
was used to compute the reconstruction from truncated projection data. The reconstructed
volumes have a size of 512 %512 %512 with a voxel size of 1.27 mm X 1.27 mm X
1.27 mm. The original FOV diameter is 32 cm, and a U-Net* without pre-training was
used to restore missing anatomical structures with a large FOV diameter of 65 cm. We used
2651 2D slices from 51 patients for training, 52 slices from one patient for validation, and
52 slices from one patient for testing.

o Private PCCT dataset: This study utilizes the PCCT dataset acquired with the Nacotom
Alpha CT scanner (Siemens Healthcare, Forchheim, Germany). Scans were performed
using both tubes set to 120 kVp. The dataset includes scans of bones and lungs, conducted
at a pitch of 1. The iterative reconstruction employed the “Qr40” quantitative reconstruc-
tion kernel, with the strength set to “QIR 3.” Reconstructions were carried out with a slice
thickness of 0.60 mm, a field of view of 185 mm, and a matrix size of 512 X 512.
Consequently, PCCT images used in this study have a voxel size of 0.36 mm X
0.36 mm X 0.60 mm. SPP image files containing the spectral information are used for
evaluation in this study. Our dataset includes scans of four different chicken bodies,
sourced from a local supermarket, selected due to their small bone structures. This dataset
is divided into 1080 slices for training, 136 slices for validation, and 135 slices for testing.
The focus of the experiments is on 8x PCCT image super-resolution.

3.2 Experiment Setup

Our experiment framework was implemented based on Python 3.10 and PyTorch 2.0. For opti-
mization, we employed the Adam optimizer (f; = 0.9, f, = 0.99), starting with an initial learn-
ing rate of 1 X 1073. A dynamic learning rate was implemented using a OneCycle learning rate
scheduler, varying between 1 x 1073 and 5 x 103, All models were trained over 100 epochs on
an NVIDIA RTX A6000 GPU.

A hybrid loss function, integrating MSE and our proposed Eagle-Loss [refer to Eq. (8)], was
employed for training the models. This combination leverages the strengths of both components:
MSE ensures global image fidelity, provides stability in training, and helps in noise reduction,
whereas Eagle-Loss focuses on preserving high-frequency details and structural information
critical in CT imaging. The loss function is formally defined as

L = Lysg + ALEagle» )]

where 4 = 1x 1073 denotes the weight coefficient for Eagle-Loss, empirically determined to
balance the contributions of both components. This value ensures that Eagle-Loss significantly
influences the optimization process without overshadowing the stabilizing effect of MSE. Based
on our studies, we chose a patch size of n = 3 [see Eq. (2)] and a cutoff frequency of x = 0.5 [see
Eq. (7)] for Eagle-Loss. The small patch size allows for detailed analysis of local structures,
while the selected x value in the high-pass filter increases the model’s sensitivity to high-
frequency components. This selection balances computational efficiency and the ability to cap-
ture important image features in CT reconstruction.

It is important to note that while these hyperparameters are not ideal for matrix calculations,
they produced the sharpest images with well-defined edges and fine details, which aligns with
our study’s goals. We provide a thorough analysis of how different hyperparameter choices affect
the results in Sec. 4.4. Combining with MSE is important not only for Eagle-Loss but also for our
competitive method. For instance, total variation (TV)*isa regularizer that cannot be used alone
for training, and in our experiment, Gaussian edge-enhanced (GEE) also needs to be combined
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Ground Truth

FBP

Eagle

LPIPS

Fig. 2 Comparison of results from TF-FBP models trained with different loss functions without
combining with MSE for low-dose CT reconstruction.

with MSE for stable training or it will induce a vanishing gradient problem. For the perceptual-
driven approaches, because the backbone model is not trained on CT data, MSE serves as a
strong constraint for optimizing the model with minimal style artifacts. Figure 2 presents the
outcomes from TF-FBP models trained using individual loss functions. The results show that
both Eagle-Loss and learned perceptual image patch similarity (LPIPS)* loss introduce some
artifacts in the reconstructed images.

To ensure fair comparisons, all comparison methods use hybrid loss functions. We establish
a systematic rule for selecting appropriate A values across different loss functions to maintain
fairness and optimize results. The rule works as follows: we evaluate both loss functions during
the first training epoch, where A always takes the form 1 X 10”. We adjust n to ensure that the
MSE and the weighted loss components (such as TV, perceptual loss, and others) are of the same
order of magnitude. For example, if Lygg = 2.5 % 1072 and Ly = 3.7 X 107, we would set
n = 2 to obtain A = 100, resulting in A - L1y = 3.7 X 1072, which matches the order of magni-
tude of Lysg-

For each dataset, we employed different models:

o Low-dose CT reconstruction: We evaluated Eagle-Loss on two architectures: TF-FBP*
and RED-CNN.* TE-FBP enhances the traditional FBP algorithm with a data-driven filter,
utilizing trainable coefficients of the Fourier series. By contrast, RED-CNN improves FBP-
reconstructed images through an encoder-decoder framework. The network structures for
both models are depicted in Fig. 3. In addition, we explored the validity of Eagle-Loss as a
regularizer in ART reconstructions.

e CT FOV extension: We used a U-Net** without pre-training to restore missing anatomical
structures.
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(a) (b)

Fig. 3 lllustration of models used for low-dose CT reconstruction. (a) The structure of TF-FBP.
Here, H represents the trainable filter and A~' represents the differentiable backprojection oper-
ator, whereas F~' and F denote the inverse and forward DFT. The differentiable backprojection
operator was implemented using PYRO-NN.#” (b) RED-CNN with its encoder-decoder structure.
The input of the encoder is the reconstructed image using FBP.

o PCCT super-resolution: The model employed for super-resolution is NinaSR.***’ The
head of the model starts with a rescale layer followed by a 3 X 3 convolution layer.
The body of the model consists of a sequence of residual blocks, each containing two 3 X
3 convolutional layers and a channel attention mechanism. The attention mechanism uses
local pooling, implemented with an average pooling layer, followed by 1 X 1 convolutions,
ReLU and sigmoid activations, and upsampling with nearest-neighbor interpolation. The
residual blocks also use scaling based on expected variance for stability. The tail of the
model is responsible for upscaling the features to the target resolution. It includes a con-
volutional layer to increase the number of channels, followed by a pixel shuffle operation to
achieve higher resolutions, and ends with a final rescaling layer. The largest pretrained
NinaSR model was used for transfer learning in this study.*’ This configuration was chosen
to leverage the capacity of the model for enhancing the resolution of the PCCT images by a
factor of 8.

3.3 Evaluation Metrics
We used three primary metrics to evaluate the performance of various loss functions:

¢ Structural similarity index measure (SSIM): SSIM is a perceptual metric that quantifies
image quality degradation caused by processing such as data compression or transmission
losses. It considers changes in structural information, luminance, and contrast. SSIM values
range from —1 to 1, where 1 indicates perfect structural similarity between the recon-
structed and reference images. Higher SSIM values denote better reconstruction quality.'?

o Peak signal-to-noise ratio (PSNR): PSNR measures the ratio between the maximum pos-
sible value of a signal and the power of distorting noise that affects the fidelity of its rep-
resentation. It is expressed in decibels (dB). Higher values indicate that the reconstructed
image is closer to the original, implying better image quality. It is particularly useful for
assessing the preservation of fine details in the reconstructed images.*

o Training time (s): Overall training time, measured in seconds (s), is a crucial metric for
evaluating the computational efficiency of the model training process. It represents the total
time taken to train the model for all epochs. Lower training times indicate more efficient
training processes, which are essential for practical implementations,’' especially in clini-
cal settings where time and computational resources are limited.

These metrics collectively provide a comprehensive assessment of reconstruction quality,
structural preservation, and computational efficiency across our diverse experimental scenarios.

4 Results and Discussions

In this section, we present the results of comparing our proposed Eagle-Loss with other loss
functions: GEE,** TV* gradient variance (GV),18 SSIM, perceptual loss,'”® and LPIPS.*
GEE compares the high-frequency difference of images in the frequency domain using a
high-pass filter. TV penalizes gradients to enhance smoothness, whereas GV compares the vari-
ance between image gradients. SSIM utilizes the structural similarity index as a loss function.
The perceptual loss compares the MSE between different image features using an ImageNet
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pre-trained VGG-19* model. Finally, LPIPS is a perceptual image similarity metric that lever-
ages deep features extracted from ImageNet’> pre-trained AlexNet** and employs learned
weights to compare images.

4.1 Low-Dose CT Reconstruction

Eagle-Loss demonstrates superior performance in low-dose CT reconstruction, as evidenced by
both qualitative and quantitative evaluations. Figures 4 and 5 provide a visual comparison of two
reconstruction samples using different loss functions.

The images reveal that MSE + Eagle preserves fine details and structural integrity more
effectively than other methods, which tend to oversmooth the images. This is particularly notice-
able in bone structures and soft tissue boundaries, where Eagle-Loss maintains sharpness while
avoiding oversmoothing. The RED-CNN model generally produces better images compared to
TF-FBP, regardless of the loss function used. The qualitative observations are corroborated by
quantitative metrics presented in Table 1.

In terms of SSIM, the combination of MSE and Eagle-Loss outperforms other configura-
tions, achieving the highest values for both TF-FBP (0.958) and RED-CNN (0.972) models. This
represents a 0.24% and 1.66% improvement over the baseline MSE, respectively, indicating
superior structural preservation. Regarding PSNR, MSE alone yields the highest value for
TF-FBP (34.860 dB), whereas MSE + TV achieves the best for RED-CNN (37.296 dB).
Interestingly, MSE + Eagle shows lower PSNR values (33.621 dB for TF-FBP and
36.233 dB for RED-CNN). This is attributed to its focus on preserving high-frequency details
rather than oversmoothing the image, a trade-off often observed in image reconstruction tasks
where methods that preserve more details may have lower PSNR due to the retention of
some noise.

In terms of computational efficiency, the baseline MSE loss function exhibits the fastest
training times for both models (8210.00 s for TF-FBP and 8306.20 s for RED-CNN). The
MSE + Eagle combination is about 7.3% slower for TF-FBP and 6.4% slower for RED-CNN
compared with MSE alone. However, it remains efficient compared with more complex losses

......................................................
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Fig. 4 Comparison of low-dose CT reconstruction results using different loss functions on the
LoDoPaB-CT dataset, implemented with RED-CNN. Although the differences between methods
are subtle, they are still discernible: (1) MSE, MSE+TV, and MSE + SSIM show a slight tendency to
oversmooth, particularly in bone structures and soft tissue boundaries. (2) The proposed Eagle-
Loss (rightmost column) achieves a marginally better balance between detail preservation and
noise suppression. Note the subtle improvements in edge definition and texture preservation in
the Eagle-Loss results compared with other methods, though the distinctions are less pronounced
than in the TF-FBP implementation.
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Fig. 5 Comparison of low-dose CT reconstruction results using different loss functions on the
LoDoPaB-CT dataset, implemented with TF-FBP. The differences between methods are more
pronounced in this case: (1) MSE, MSE + TV, and MSE + SSIM clearly oversmooth the image,
resulting in significant loss of fine details, especially in bone structures and soft tissue boundaries.
(2) The proposed Eagle-Loss (rightmost column) demonstrates a superior balance between detail
preservation and noise suppression, maintaining sharpness in bone structures while avoiding
oversmoothing in soft tissue areas. Note the markedly improved edge definition and texture pres-
ervation in the Eagle-Loss results. Below each zoomed-in image, its corresponding difference map
is displayed, further highlighting the performance disparities between the methods.

such as MSE + perceptual, which is ~16.8% slower for TF-FBP and 16.1% slower for RED-
CNN. During the last training epoch, MSE accounted for 41.86% and 50.26% of our proposed
hybrid loss in the two models, respectively. These percentages indicate that both MSE and Eagle-
Loss make significant contributions to the overall loss function and final reconstructed image.

Table 1 Performance comparison of loss functions for low-dose CT reconstruction, evaluated on
200 samples. Metrics include SSIM, PSNR, and training speed for TF-FBP and RED-CNN models.
Paired t tests are calculated® to compare each method with MSE + Eagle.

SSIM 1t PSNR (dB) 1 Training time (s) |
Loss function TF-FBP RED-CNN TF-FBP RED-CNN TF-FBP RED-CNN
MSE 0.956* 0.956 34.860 36.494* 8210.00 8306.20
MSE + GEE®® 0.953 0.945 34.690 36.659 8518.08 9489.60
MSE + Tv# 0.954* 0.971* 34.781 37.296 8378.40 8314.76
MSE + GV'® 0.952 0.952 33.190 35.558 8370.68 8337.00
MSE + SSIM 0.946 0.966 34.245 36.200* 8542.40 8402.48
MSE + Perceptual'® 0.953 0.961 34.489 36.639* 9589.40 9641.56
MSE + LPIPS* 0.947 0.955 33.074 35.996 11907.49 12,725.48
MSE + Eagle 0.958 0.972 33.621 36.233 8811.48 8840.88

*Indicates no statistically significant difference from Eagle-Loss (p > 0.05).
Note: Numbers shown in bold represent the best performance values within each matrix, making it easier for
readers to identify the top results.
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Ground Truth w/o regularizer SSIM

(a) Sample 1

Ground Truth w/o regularizer

Perceptual

(b) Sample 2

Fig. 6 Comparison of regularization techniques in ART reconstruction using two samples from the
LoDoPaB-CT dataset. Perception-based regularizers (perceptual and LPIPS) introduce strong
grid-like artifacts, whereas TV oversmooths the image. SSIM exhibits artifacts in high-contrast
regions, and GV over-enhances edge contrast. By contrast, our proposed Eagle Loss achieves
the best visual quality, successfully preserving fine details while avoiding noticeable artifacts, thus
striking an optimal balance between noise reduction and detail preservation. GEE is not included in
this comparison because of its vanishing gradient without a combination of MSE.

The effectiveness of Eagle-Loss extends beyond neural network-based approaches. Figure 6
illustrates the integration of Eagle-Loss as a regularization term into the ART algorithm, com-
paring it with TV regularization and no regularization.

The results demonstrate that Eagle-Loss significantly improves the sharpness and fidelity of
CT reconstruction compared with no regularization and other regularization methods. Although
TV regularization performs better than no regularization, it tends to oversmooth some details
that Eagle-Loss successfully preserves. Other methods such as perception-based regularizers
(perceptual and LPIPS) introduce strong grid-like artifacts, SSIM exhibits issues in high-contrast
regions, and GV tends to over-enhance edge contrast.
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These findings indicate that Eagle-Loss is a promising tool for low-dose CT reconstruction,
offering enhanced image quality, particularly in terms of structural preservation and detail reten-
tion. Although there is a modest increase in computational cost, the improved image quality
justifies this trade-off in many clinical scenarios where diagnostic accuracy is paramount.
Eagle-Loss strikes an optimal balance between noise reduction and detail preservation, address-
ing the limitations observed in other regularization techniques and potentially enhancing the
diagnostic value of low-dose CT images.

4.2 CT FOV Extension

Table 2 summarizes the performance metrics for various loss functions. The combination of MSE
and Eagle-Loss (MSE + Eagle) demonstrates superior performance across key metrics. In terms
of structural similarity, it achieves the highest SSIM of 0.966, a 1.09% improvement over base-
line MSE. For image quality, it attains the best PSNR of 30.964 dB, surpassing MSE by
1.790 dB. Regarding computational efficiency, with a training time of 37602.32 s, it is only
1.15% slower than the fastest method (MSE + GEE) and 4.32% faster than MSE alone.
These metrics indicate that Eagle-Loss enhances structural preservation and overall image quality
without significantly increasing computational cost. During the last training epoch, MSE
accounted for 48.13% of our proposed hybrid loss. This percentage indicates that both MSE
and Eagle-Loss make important contributions to the overall loss function and final reconstructed
image.

Figure 7 provides visual comparisons of FOV extension results. The images demonstrate that
MSE + Eagle produces clearer structural boundaries compared with other methods. The tran-
sition between original and extended FOV appears more seamless with Eagle-Loss, and fine
anatomical details are better preserved. By contrast, other methods, especially MSE alone, tend
to generate blurrier extended regions.

Although Eagle-Loss shows overall superior performance, it exhibits some limitations in
addressing streaky artifacts. This is possibly due to the high-pass filter interpreting these artifacts
as low-frequency features. This observation points to potential areas for future improvements,
such as incorporating additional terms specifically designed to mitigate such artifacts.

The ability of Eagle-Loss to maintain clear structural boundaries and seamlessly integrate
the extended region is crucial for accurate interpretation and diagnosis in clinical settings. Its
improved performance in both quantitative metrics and qualitative assessments suggests that
Eagle-Loss could be a valuable tool for CT FOV extension tasks in practical applications.

In conclusion, Eagle-Loss demonstrates a compelling balance of improved image quality,
structural preservation, and computational efficiency in CT FOV extension. Although there is

Table 2 Performance comparison of loss functions for CT FOV Extension, evaluated on 52 sam-
ples. Metrics include SSIM, PSNR, and training speed for U-Net. Paired t tests®® are calculated to
compare each method with MSE + Eagle.

Loss function SSIM 1 PSNR (dB) 1 Training time (s) |
MSE 0.955 29.174 39,298.42
MSE + GEE 0.934 27.076 37,175.44*
MSE + TV 0.928 27.654 39,372.26
MSE + GV 0.955 28.947 39,046.87
MSE + SSIM 0.964* 30.241 40,115.87
MSE + Perceptual 0.951 28.900 77,336.19
MSE + LPIPS 0.964 30.048 80,114.13
MSE + Eagle 0.966 30.964 37,602.32

*Indicates no statistically significant difference from Eagle-Loss (p > 0.05).
Note: Numbers shown in bold represent the best performance values within each matrix, making it easier for
readers to identify the top results.
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Fig. 7 Visualization of CT FOV extension results on the SMIR dataset using the U-Net model. The
blue-dotted circle denotes the original FOV boundary. The input images show significant truncation
artifacts outside the original FOV. Note the improved detail preservation and reduced artifacts in
our method, particularly visible in the extended regions of the head and chest. The red arrows in
our result highlight areas of notable improvement in structural definition and edge preservation
compared with other methods. Below each zoomed-in picture, its corresponding difference map
is displayed.

room for further refinement, particularly in artifact reduction, the current results indicate its
strong potential for enhancing CT imaging capabilities in clinical practice.

4.3 PCCT Super-Resolution

Table 3 presents the quantitative results for the PCCT super-resolution task. In terms of SSIM,
MSE + Eagle achieves the highest value (0.998), showing a 0.17% improvement over the base-
line MSE. For PSNR, MSE + Eagle again achieves the highest value (45.105 dB), a substantial
3.217 dB improvement over MSE alone. These results demonstrate the exceptional performance

Table 3 Performance comparison of loss functions for PCCT super-resolution, evaluated on 135
samples. Metrics include SSIM, PSNR, and training speed for NinaSR. Paired t tests®® are calcu-
lated to compare each method with MSE + Eagle.

Loss function SSIM 1 PSNR (dB) 1 Training time (s) |
MSE 0.996 41.888 5567.85*
MSE + GEE 0.997* 42.697 5586.34*
MSE + TV 0.997* 42.951 5634.63*
MSE + GV 0.995 40.747 5558.84"
MSE + SSIM 0.997* 42.370 5968.55
MSE + perceptual 0.995 40.933 10,206.71
MSE + LPIPS 0.996 40.988 12,124.52
MSE + Eagle 0.998 45.105 5595.89

*Indicates no statistically significant difference from Eagle-Loss (p > 0.05)
Note: Numbers shown in bold represent the best performance values within each matrix, making it easier for
readers to identify the top results.
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Fig. 8 Visualization of two PCCT super-resolution samples on the private PCCT dataset using the
NinaSR model.*® This figure compares the effectiveness of different loss functions on NinaSR in
achieving 8x super-resolution. Note the improved detail preservation in our method, particularly
visible in the fine structures of the small bones and surrounding soft tissues. Red arrows in our
result highlight areas of notable improvement in edge definition and structural clarity compared
with other methods. Below each zoomed-in picture, its corresponding difference map is displayed.

of Eagle-Loss in preserving structural details and enhancing overall image quality in the
super-resolution task and during the last training epoch, MSE accounted for 40.57% of our pro-
posed hybrid loss. This percentage indicates that both MSE and Eagle-Loss make important
contributions to the overall loss function and final reconstructed image.

Regarding computational efficiency, MSE + GV has the fastest training time (5558.84 s),
with MSE + Eagle being highly competitive (5595.89 s), only 0.67% slower than MSE + GV, and
0.50% slower than MSE alone. This demonstrates that the superior image quality achieved by
Eagle-Loss comes with minimal additional computational cost.

Figure 8 provides a visual comparison of the PCCT super-resolution results using different
loss functions. The images demonstrate that MSE + Eagle produces results with clearer and more
defined structural boundaries. Fine details, particularly in areas of complex tissue structure, are
better preserved with MSE + Eagle. By contrast, other loss functions, including MSE alone, tend
to produce slightly blurrier results with less distinct edges.

The exceptional performance of Eagle-Loss in the PCCT super-resolution task is particularly
noteworthy. The substantial improvement in both SSIM and PSNR, coupled with the visual
enhancement of fine details and structural boundaries, suggests that Eagle-Loss could be a
powerful tool for improving the resolution and quality of PCCT images. This could have
significant implications for medical imaging, potentially enabling more accurate diagnoses and
better visualization of subtle anatomical features.

The consistent superior performance of Eagle-Loss across all three tasks: low-dose CT
reconstruction, CT FOV extension, and PCCT super-resolution, highlights its versatility and
effectiveness in various medical imaging applications. Its ability to preserve structural integrity
and fine details while maintaining computational efficiency makes it a promising tool for improv-
ing the quality of medical images across different modalities and tasks.

4.4 Ablation Study

An ablation study was conducted to analyze the effect of varying cutoff frequencies, denoted as «,
within the Gaussian high-pass filter [refer to Eq. (7)] on the quality of reconstructed images. The
TF-FBP model was employed for this analysis due to its compact parameter space, where only
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Fig. 9 lllustration of filters, line profiles, and reconstructed images for different x values in the TF-
FBP model. The red lines on the CT images indicate the locations of the line profiles. This figure
demonstrates how the cutoff frequency directly affects the enhancement of high-frequency details
during image reconstruction.

255 parameters define the outcome. In TF-FBP, the quality of the reconstructed images is directly
linked to the characteristics of the learned filter.

Figure 9 illustrates the resultant filters and corresponding reconstructed images for different
values of k. A notable observation from this study is that higher values of x enhance the sharpness
of the reconstructed image while retaining more of the high-frequency noise. This demonstrates
the direct relationship between the cutoff frequency and the enhancement of high-frequency
components during image reconstruction, providing insights into the mechanism by which
Eagle-Loss achieves its superior performance in preserving fine structural details.

We also investigated the impact of the weighting coefficient A in our hybrid loss function
[Eq. (9)] using the TF-FBP model with a fixed patch size of n = 3. Figure 10 shows visual
results, whereas Table 4 provides quantitative analysis.

Figure 10 demonstrates improved edge definition and image sharpness as 4 increases, with
A =2x 1073 showing the sharpest image. Our analysis reveals that SSIM is the highest at
A =1x1073, but varies minimally across all values. The discrepancy between optimal A for
SSIM versus PSNR and LPIPS highlights the complexity of image quality assessment.

In our investigation of Eagle-Loss, our primary objective is to enhance image sharpness
rather than merely optimizing evaluation metrics such as SSIM or PSNR. To explore the influ-
ence of patch size n on Eagle-Loss, we conducted experiments using the TF-FBP model, fixing 4
at 8 x 10~ [see Eq. (9)] while varying n from 3 to 15. Figure 11 illustrates that as n decreases,
there are notable improvements in edge definition and fine detail preservation. This visual

A=2x10"3 A=1x10"3 A=5x10"* A=25x%x10"*

Fig. 10 lllustration of reconstructed images for different A values in the TF-FBP model with a fixed
patch size of n = 3 [refer to Eq. (2)].
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Table 4 Performance of different 1 values in SSIM, PSNR, and LPIPS. Here, the model is TFFBP
with a fixed patch size of n = 3 [refer to Eq. (2)].

A SSIM 1 PSNR (dB) 1 LPIPS |
2x10°3 0.944 32.804 0.248
1x10°3 0.958 33.621 0.236
5% 10~ 0.953 33.613 0.247
2.5x107 0.957 34.340 0.223

Note: Numbers shown in bold represent the best performance values within each matrix, making it easier for
readers to identify the top results.

Fig. 11 lllustration of reconstructed images for different n values in the TF-FBP model with a fixed
1 =8x107* [refer to Eq. (9)].

Table5 Performance of different patch sizes nin SSIM, PSNR, and LPIPS. Here, the model is TF-
FBP with a fixed 1 = 8 x 10~* [refer to Eq. (9)].

n SSIM 1t PSNR (dB) 1 LPIPS |
3 0.950 33.454 0.243
7 0.956 34.050 0.227
11 0.958 34.332 0.219
15 0.960 34.506 0.214

Note: Numbers shown in bold represent the best performance values within each matrix, making it easier for
readers to identify the top results.

enhancement aligns with our goal of improving image sharpness. Although Table 5 presents
quantitative results showing that traditional metrics like SSIM and PSNR improve with larger
patch sizes, these metrics do not fully capture the enhancements in image sharpness achieved
with smaller patches. Our comprehensive ablation studies on key parameters—weighting param-
eter A, cutoff frequency k, and patch size n—revealed a consistent trend: image sharpness
increased with larger A values, higher cutoff frequencies, and smaller patch sizes. Specifically,
larger A values amplified the influence of Eagle-Loss, preserving more high-frequency details,
higher cutoff frequencies allowed more high-frequency components to pass through the Gaussian
high-pass filter, and smaller patch sizes enabled more localized feature analysis, effectively cap-
turing fine structures. Although these parameter choices maximized sharpness, they did not
always optimize traditional metrics, highlighting a trade-off between image clarity and met-
ric-based quality. These findings underscore Eagle-Loss’s flexibility and its potential to signifi-
cantly enhance CT image reconstruction, particularly in scenarios that prioritize image sharpness
and detail preservation over conventional quantitative metrics. They also emphasize the impor-
tance of careful parameter tuning based on specific application requirements, paving the way for
future research into adaptive parameter selection methods and variant forms of Eagle-Loss tail-
ored to different imaging modalities or reconstruction challenges.
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5 Conclusion

In this paper, we propose Eagle-Loss, a new loss function specifically designed to improve the
quality of reconstructed images by emphasizing high-frequency details crucial for accurate edge
and texture representation. Eagle-Loss leverages localized feature analysis within gradient maps
and applies frequency analysis to capture and preserve essential image features. Our experimen-
tal results demonstrate that Eagle-Loss effectively reduces image blur and enhances edge
sharpness, leading to reconstructed images that exhibit superior fidelity to the ground truth.
In addition, Eagle-Loss maintains computational efficiency in both speed and quality across
all tasks. However, Eagle-Loss is sensitive to hyperparameter settings, and the optimal selection
of these parameters varies across reconstruction tasks. Future efforts will focus on devising an
automated hyperparameter optimization strategy to enhance the versatility and efficacy of
Eagle-Loss in diverse imaging contexts. Our findings suggest that Eagle-Loss holds significant
promise for CT image reconstruction and has the potential for broader applications in other
fields.
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