Journal of
Micro/Nanopatterning,
Materials, and Metrology

RESEARCH PAPER

Unsupervised neural network-based image
restoration framework for pattern fidelity
improvement and robust metrology

Zijian Du®,* Lingling Pu, Paul Wei®, Rui Yuan, Jeeeon Kim, and Jiaoying Tan
ASML-Silicon Valley, San Jose, California, United States

ABSTRACT. Background: Scanning electron microscope (SEM) images acquired by E-beam
tools for inspection and metrology applications are usually degraded by blurring and
additive noises. Blurring sources include the intrinsic point spread function of optics,
lens aberration, and potential motion blur caused by the wafer stage movements
during the image acquisition process. Noise sources include shot noise, quantiza-
tion noise, and electronic read-out noise. Image degradation caused by blurring and
noise usually leads to noisy, inaccurate metrology results. For low-dosage metrol-
ogy applications, metrology algorithms often fail to obtain successful measurements
due to elevated levels of blurring and noise. Image restoration and enhancement are
necessary as preprocessing steps to obtain meaningful metrology results. Initial
success was obtained by applying neural network-based framework to drastically
improve image quality and metrology precision as is demonstrated in the previous
work.

Aim: We aim to provide more details on the neural network model architecture,
model regularization, and training dynamics to better understand the model’s behav-
ior. We also analyze the effect of image restoration on key metrology performances
such as line edge roughness and mean critical dimension of the patterns.

Approach: Non-machine learning-based image quality enhancement methods fail
to restore low-quality SEM images to a satisfactory degree. More recent convolu-
tional neural networks and vision transformer-based, supervised deep learning mod-
els have achieved superior performance in various low-level image processing and
computer vision tasks. Nevertheless, they require a huge amount of training data
that contain high-quality ground truth images. Unfortunately, high-quality ground
truth images for low-dosage SEM images do not exist. Instead, we use self-super-
vised U-Net combined with a fully connected network (FCN) to recover low-dosage
images without the need for ground truth training images. The methodology can be
applied to various one- and two-dimensional patterns with different scales, shapes,
spatial density, and image intensity statistics. We use image quality metrics and loss
function to guide model architecture optimization and study how regularization
strength affects the restoration process. These studies provide a better understand-
ing of how the model learns to restore images and how parameters and hyperpara-
meters affect results.

Results: It is demonstrated that image quality metrics could be successfully used to
evaluate self-supervised image restoration process and determine stopping criteria.
The restored images show significantly improved image quality and metrology per-
formance. Together, these pave the road to a systematic and automatic implemen-
tation of this methodology in real metrology applications.

Conclusions: A self-supervised U-Net-based model combined with FCN proved
itself as a powerful tool to restore highly blurry and noisy low-dosage SEM images.
It can be used to improve image quality, suppress metrology noise, and provide
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more robust measurements. It would become a crucial and necessary preprocess-
ing step for metrology tasks as the E-beam dosage decreases and image quality
Worsens.
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1 Introduction

The progressive scaling of transistors in semiconductor manufacturing pushes the limit of litho-
graphic techniques capable of smaller feature patterning with feature sizes well below 7-nm
nodes. Electron-beam imaging has been established as the technology of choice for in-line and
off-line metrology tasks. Highly massive metrology results are necessary to evaluate the process
quality of printed resist patterns. With the scaling of semiconductor manufacturing technology,
requirements for metrology and tolerance for edge placement error (EPE) are becoming increas-
ingly demanding. High accuracy, precision, repeatability, and fast turn-around time are desirable.
As the patterns scale, a lower electron dosage is needed to avoid photoresist damage. Under such
conditions, the scanning electron microscope (SEM) images contain an excessive amount of
noise and blurring. Electronic, thermal, mechanical, and quantization noise all contribute to
images with low signal-to-noise ratio (SNR). Furthermore, E-beam aberration as well as relative
movement between the wafer stage and detector introduces optical and motion blur to the images
and causes high uncertainty for the edge profile of printed resist patterns. These pose challenges
to SEM image pre-processing algorithms for high-quality metrology tasks. In extreme condi-
tions, the SEM images are simply unmeasurable with edge profile-based metrology algorithms.
Hence, an effective image restoration methodology is crucial to turning unmeasurable SEM
images metrology-ready and effectively improving metrology performance to meet demanding
specifications for massive metrology. Below, we give a high-level review of existing technology
for image quality (IQ) enhancement and restoration.

1.1 Non-Deep Learning Based Image Restoration

Before machine learning (ML) became the dominant methodology for every field in science and
technology, the problem of image restoration has already been extensively studied. Image deblur-
ring methodology can be classified into non-blind deblurring and blind deblurring using non-
deep learning (DL)-based architecture. The first category describes a flow that makes explicit
assumptions on the function of the underlying blurring kernel and uses iterative optimization or
Fourier domain inverse filtering to solve for restored image."> The second category does not
explicitly assume a function for the kernel and usually describes a flow using a Bayesian
approach. Usually, complex optimization algorithms are needed to solve for the solution.®> Both
approaches are considered ill-posed inverse problems.

Most image restoration research models the image degradation process as a convolution of
the underlying sharp image with degradation kernel plus additive noise term introduced by the
SEM image acquisition process. As is shown in Eq. (1), x represents latent sharp and clean
image, k models the kernel, # models noise intrinsic to the SEM image, and y is the captured
SEM image. In a signal restoration process, the goal is to recover the underlying image x.
Figure 1 shows the described image degradation process Eq. (1):

y=kQ®x+1. (1)

Usually this is an ill-posed, highly under-constrained problem hence it is necessary to reduce
the solution space to obtain meaningful solutions. Assumptions are usually made on noise form,
degradation kernel, and sometimes on image itself. Another approach is to solve the maximum a
posterior problem as in Eq. (2), in which the latent image has a conditional probability
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Fig. 1 lllustration of the image degradation process.

distribution density P(x|y, k) given assumptions on kernel and degraded image. The proper
choice of prior term P(x) has been researched extensively to ensure the correct model.
Among many proposed terms, the most widely used is /, norm and its variants. This is based
on the observation that gradient intensity of natural image follows a Laplace distribution as in
Eq. (3).

P(xly k) = w @
pLap(Vx) _ H% exp <_ ||VZz||l) (3)

To recover the sharp image, many non-blind deblurring approaches try to solve the opti-
mization problem with objective functions in the form of Eq. (4). Total variation (TV) prior of
sparse image gradient as well as [, norm prior on image pixel intensity are popular choices.>>®
An improved regularization terms [/, /[, are used instead of /; or [, alone which both tend to over-
regularize gradient while /; scaled by /, term has a better chance of converging to sharp restored
image instead of smooth and blurry solution.*

X = arg max, log p(y|x) + log p(x). 4

All the above-mentioned methodologies assume an initial kernel form then iteratively
optimizes the kernel to converge to underlying true kernel using appropriate image prior as regu-
larization. More recent research has been focusing on solving blind restoration task where kernel
form is not assumed.”® This is an even more challenging task since we want to model both kernel
and latent image distribution given degraded image only. From a Bayesian perspective, a gen-
erative model is needed to model joint distribution of both kernel and latent image. It was pointed
out that to successfully model P(x, k|y) as in Eq. (5), we can never collect enough measurements
because the number of unknowns grows exponentially with image size, hence instead of mod-
eling MAP, ., we can model MAP; which has much lower dimension and fewer unknown since
kernel size is much smaller than image itself.” After solving for MAP,, x can then be solved by
Fourier technique. In Ref. 10, instead of modeling image prior, the author modeled image gra-
dients. It has been observed that image gradient obeys heavy-tailed distribution with most of
its masses concentrated on small values but significantly higher probability at large values than
Gaussian distribution, due to abrupt image intensity variations caused by strong image features
such as edges and corners. The paper tried to solve restoration problem from a Bayesian approach
and modeled latent image gradient as mixture of Gaussians and assumed exponential distribution
for the kernel to induce sparsity and smoothness.'” As is shown in Eq. (6), the first term on the
right-hand side is Gaussian term on gradient of degraded image, second term is mixture of
Gaussians on restored image gradient, and third term is exponential function assumption on
kernel. The authors tried to approximate the full posterior distribution P(K, VX|VY) then
compute kernel with maximum marginal probability:

x, k)P(x)P(k)
P(y) ’

P(x,kly) = PO

(&)
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P(K.VX|VY) « P(VY|K,VX)P(VX)P(K) =

C
[IVVr )k @ vX(i).o?) x [ D #N(VX(i)
i c=1

i

D
0.v) X [[ D mE(KjlA).  (6)
j d=1

In real situations, blurring kernel can be arbitrary without specific form and this is especially
true for random motion blur. Hence non-blind deblurring usually suffers in performance due to
simplistic or simply wrong assumption of kernel. Another challenge is to apply optimization
algorithm with appropriate regularization strength to converge to the desired solution. On the
other hand, blind deblurring loosens strong prior term but requires more sophisticated variational
inference algorithm. The two solutions contain intrinsic trade-off of over and under regulariza-
tion. Next section will go through some typical optimization techniques used in non-blind deblur-
ring tasks.

1.2 lterative Optimization for Non-Blind Deblurring

Non-blind deblurring usually resorts to optimization algorithms such as half quadratic splitting
(HQS) or alternating direction method of multipliers.>> A routine practice is to initialize
degradation kernel as 2D Gaussian function and degraded image as initial latent image then
iteratively solve for kernel and latent image alternatively while fixing the other term. Authors
in Ref. 11 took advantage of the denoising effect of U-Net and used diluted convolutional layers
to increase receptive fields of the convolutional neural networks (CNNs).'? Such an optimization
process can be formulated as Eqs. (7) and (8). Both methods optimize data fidelity subproblem in
HQS using CNNs, as in Eq. 9(a) and solve for sharp image using inverse filtering. Equation 9(b)
corresponds to Gaussian denoising on x; with noise level of \//7 , hence any CNN inspired
Gaussian denoiser can be plugged into the formula to solve Eq. 9(b). This methodology has been
extended to solve other image restoration problems such as de-mosaicking and image super-
resolution.!! Prior regularization term is routinely added to optimization formulation to reduce
solution choices and stabilize convergence to avoid noise amplification or trivial solution which
are common results for its unregularized counterpart:

y—k®x|?+AR(z) st z=x, @)

A . 1
X = arg min, WH

1
Ly(r.2) =5 5lly =k @ xl> + AR(z) + 5 |}z = x| @®)
xX; = arg m.inx||y —k® x>+ puo® - [lx —z,1|%, (a)
7; = arg min, W Iz —kaZ + R(z). (b) 9

1.3 Deep Learning Based Image Restoration
Due to high heterogeneity of image statistics, a fixed prior form usually cannot model true image
prior, and this leads to wrong model and unsatisfactory results. This problem led researchers to
experiment with a data-driven approach to model prior term. In Refs. 6 and 13, the author used
CNNs to model the prior of training images. In Ref. 14, the author generalized shrinkage fields
by removing unnecessary parameter sharing and replacing pixel-wise applied shrinkage func-
tions with CNN that applied to entire image. These approaches outperform the results obtained
from hand-crafted prior term approaches, illustrating flexible modeling capability of CNNs.
To further utilize modeling capability of CNNs, end-to-end image restoration frameworks
have been proposed and researched. In this framework, CNN is treated as black box and takes
low quality image as input while outputs restored high quality images. Convolutional layer
followed by element-wise rectified linear unit (ReLU) layer, sum of data fidelity term, and
1, regularization as loss function was used.!>'® Researchers used powerful generative adversarial
network to restore image by optimizing adversarial information loss.!” Reference 18 used CNN
as feature extraction module that extracts image features from degraded images then estimates
kernel and latent image. Reference 19 used six-layers CNNs to learn gradient map and obtained
kernel using Fourier transform and HQS to obtain restored image. CNN empowered approaches,
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when properly combined with physical model, can achieve state-of-the art results compared with
methods that assume prior explicitly and can provide end-to-end solutions.”*?! However, the
supervised method carries crucial pitfalls that make it undesirable for SEM image restora-
tion task.

The trained model suffers from poor generalization to images and kernel forms it was not
trained on. This limits the real-world applications of these approaches since realistic blurring
kernels in SEM images could be arbitrary without fixed patterns.’*** Another crucial challenge
in restoring low quality SEM images is the lack of ground truth images and supervised ML model
does not work without ground truth. Therefore, it becomes obvious that a pre-training free,
self-supervised, generative methodology that imposes just enough prior assumption is strongly
preferred in SEM image restoration applications. In this paper, we present a thorough investi-
gation of such a SEM image restoration methodology and detailed evaluation of its performance.

2 Dataset and Methodology

In this section, we describe in detail (1) SEM image dataset, (2) architecture of the neural net-
works, (3) IQ evaluation metrics, and (4) model regularization and convergence.

2.1 SEM Image Dataset

SEM images were collected from 10 dies and 10 runs for each die and four images were captured
for each run, resulting in 400 images. The images were captured using ASML HMI eP5 met-
rology and inspection machine. The patterns include AEI and ADI line space (LS) and contact
holes (CH). Pixel size is 1 nm, the field of view is 2048 x 2048, there are 19 line patterns in each
LS image and 1024 CHs in each CH image. To create a dataset with improving image qualities,
we used frame averaging to obtain 1, 2, 3, and 4 frame averaged images from the original data-
sets. Figure 2 summarizes the entire dataset.

Pattern LS AEI LS ADI CH
Pixel Size 1 nm 1 nm 1 nm
FoV 20482048 2048%2048 2048%x2048

Low dose
images

Restored
images

Fig. 2 Low dosage SEM image dataset.
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Table 1 Architecture of generative network Gy.

Input: kernel size k x k, z, (200) from the uniform distribution with fixed seed
Output: blur kernel k with size k x k

Hidden layer: linear (200, 1000); ReLU

Output layer: linear (1000, k x k); SoftMax

Reshape 1D output to obtain 2D blur kernel with size k x k

2.2 Neural Network Architecture
The proposed image restoration framework is composed of generative networks G, which gen-
erates kernel and G, which generates latent image.

Generative network Gy is used to generate blurring kernel k, which has much lower dimen-
sion than latent image hence should be modeled using a lightweight fully connected network
(FCN). The FCN takes a one-dimensional (1D) noise vector z; with 200 dimensions as input and
a hidden layer of 1000 nodes and an output layer of k> nodes. To guarantee the non-negativity
constraint, the SoftMax nonlinearity is applied to the output layer of G,. Finally, the 1D output of
k? entries is reshaped to a 2D k X k blurring kernel. Table 1 shows the architecture details.

Generative network G, is an asymmetric autoencoder with skip connections and is used to
generate latent clean image.>* The first five layers of encoder are skip-connected to the last five
layers of decoder. Finally, a convolutional output layer is used to generate a latent clean image.
Since the output image needs to have positive values, the Sigmoid nonlinearity is applied to the
output layer. As is shown in Fig. 3, the i’th unit encoder—decoder architecture is illustrated.
Taking e; as an example, we use the form e;(n;, k, p) to represent that the convolution in e;
has n; filters with kernel size k X k and p X p padding. The filter size in the last convolutional
layer is fixed as 1 X 1 since we apply Sigmoid activation function to each pixel without any
spatial averaging to avoid blurring the image. Down-sampling and up-sampling both have a
stride of 2 and bilinear interpolation is used for up-sampling. The input dimension is c¢;, and
the filter number at i’th skip connection layer is proportional to the filter number at i’th encoder
layer with ratio a. This ratio should determine the proportion of the information i’th decoder
layer obtains directly from i’th encoder layer. Kernel size is fixed at 3 X 3 and padding fixed
at 1. Neural network architecture usually has major impacts on the results and in this case the
restored image’s quality. We picked key architectural hyperparameters that include input dimen-
sion ¢y, filter number combination for each layer (ny, n,, n3, ny, ns), and the ratio of the filter
number between skip layer and encoder layer a. We experimented with a series of choices and
chose the best combination guided by IQ metrics. Since SEM images are single channel gray
level images, the input has single channel. The architecture details are presented in Table 2, and
the illustration is shown in Fig. 4. The choice of model architecture is determined by factors, such
as pattern complexity, computational latency, and restoration performance. For 1D patterns,
¢;n = 8 and filter number is (4, 4, 8, 16, 16), while for 2D patterns, c¢;, = 32 and filter number
is (8, 8, 16, 32, 32). We also set a = 0.5 since it provides the best restored image while still
maintaining enough pattern style from the low-dosage image.
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Fig. 3 Schematic illustration of encoder, skip, and decoder layers.
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Table 2 Architecture of generative network G,.

Input: z, (c;, X 2048 x 2048) From the uniform distribution with fixed seed.
Output: latent image x(1 x 2048 x 2048) modeled by the neural network
Encoder unit 1 e;(ny,3,1),81(any,1,1)
Encoder unit 2 e5(n,,3,1),5>(N2,1,1)
Encoder unit 3 e3(ng,3,1), s3(anz, 1,1)
Encoder unit 4 e4(ny4,3,1), 54(any, 1,1)
Encoder unit 5 e5(ns, 3,1), s5(ans, 1,1)
Decoder unit 5 ds(ns,3, 1)
Decoder unit 4 d4(n4,3,1)
Decoder unit 3 ds(n3,3,1)
Decoder unit 2 dy(ny,3,1)
Decoder unit 1 d4(ny,3,1)
Output layer Conv.(ny, 1, 1); Sigmoid
Input dimension ¢;, {4, 8, 32}
Filter number ((n4, no, N3, N4, ns)) (4, 4, 8, 16, 16), (8, 8, 16, 32, 32)
Filter number ratio « {0.25, 0.5, 0.75}

Sigmoid
e;(ny,3,1) d;(ny,3,1)
s;(any,1,1)
> > > =)
input output
201?8 X ‘2048 ' ey(ny3,1) dy(ny,3,1) 2048 x 2048
noise signal latent image
I sy(any, 1,1)
AI‘ >
$ @3 D) ds(ny,3,1) |
s3(anz, 1,1)
"I"l ‘ I’I’I =»conv 3x3, ReLU
¥ sy(ang, 1,1) % copy and crop
es(n,,3,1) [l | Il d,(n,,3,1) ¥ maxpool 2x2
¥ ss(ans, 1,1) 4 4 up-conv 2x2
- »: =» conv 1x1

es/ds(ns,3,1)

Fig. 4 Architecture of G,.

Image restoration network is composed of G, and Gy, the latent image z, convolves with
kernel z;, resulting in a blurred image, and we use its mean squared error (MSE) with low-quality
SEM image y as the image fidelity term. We formulate the image restoration into an uncon-
strained optimization problem. It can be seen from the introduction that appropriate regulariza-
tion strength is crucial to obtaining satisfactory results, and we add TV regularization terms for
both image and kernel and weigh the two terms by coefficients A, and 4, respectively, to encour-
age sparsity. The choice of 4, should be related to the noise level in image y with larger 4, for a
higher noise level to prevent overfitting the noise in the image. The choice of 4; should reflect the
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Fig. 5 Schematic illustration of the two generative networks and training process.

Table 3 Pseudo code for join optimization.

Input: Low dosage SEM image y

Output: Blur kernel k and clean image x

—_

Sample z, and z, from uniform distribution with fixed seed
2: fort=1to T do

3 k=G (z4)

4. x=GL"(zy)

5 Compute the gradients w.r.t. G, and G,
6 Update G} and G}, using ADAM algorithm
7: end for

8 x=Gl(z) k= G[(z)

complexity of the kernel and since the kernel is supposed to be simple for SEM image, the
regularization term could be fixed at a higher value. Our image restoration loss function is
composed of the MSE term in addition to two TV regularization terms; the goal is to minimize
the total loss, which can be written as Eq. (10):

Ihin 1Gi(2x) ® Gi(z:) = YIIP + ATV(G(2,)) + ATV(Gi(2x))- (10)

The optimization process for Eq. (10) can be viewed as a “zero-shot,” self-supervised learn-
ing,” where both the generative networks are trained using only the low-quality SEM image and
no ground-truth clean image. To optimize the networks, we adopt joint optimization which takes
advantages of the automatic differentiation technique, the gradients w.r.t. G, and G, can be
derived and the network parameters updated. The reason alternating minimization is not used
is because this is an unconstrained problem, and it is easy to get stuck at saddle point due to the
highly non-convex nature of loss function. We picked the ADAM optimization algorithm to
simultaneously update G, and G, in one step due to its gradient and learning rate adaptive nature
by using momentum.’® Table 3 shows the pseudo code for the optimization process. Both the
generative networks and the training process are schematically illustrated in Fig. 5.

2.3 Image Quality Evaluation Metrics
We describe several popular IQ evaluation metrics that will be used to evaluate the image resto-
ration process and guide the learning process.

2.3.1 Peak signal-to-noise ratio

Peak signal-to-noise ratio (PSNR) is calculated by Eq. (11), m and n are the image dimensions,
and MAX is the maximum signal value, which is 255 for grayscale 8 bit SEM images. X and Y
represent the pixel value matrix of the reference image and the image to be measured,

J. Micro/Nanopattern. Mater. Metrol. 034201-8 Jul-Sep 2023 ¢ Vol. 22(3)



Du et al.: Unsupervised neural network-based image restoration framework for. . .

respectively. High PSNR value indicates a low noise level in the measured image compared to the
reference image. We picked this metric since we want to denoise low-dosage SEM images and
hope to achieve high PSNR:

PSNR — 10 - logyo (MAXT) | misp — ! mz_lni[X(' )= Y(i. ) (11)
= 210 MSE )’ = Ly 2 [29) LJj)-

2.3.2 Structural similarity index measure

Structural similarity index measure (SSIM) is calculated by Eq. (12), y,, Hys o2, 0§ are mean and
variance of image matrix X and Y, ofcy is the covariance term of the two, and ¢, and ¢, are two
scalars to stabilize division numerically. SSIM measures the relative geometrical information
similarity between test image w.r.t. reference image and the value ranges from O to 1. We picked
this metric since we want to restore the underlying patterns from the low-dosage SEM image with
high integrity. Since SSIM is sensitive to pattern shift, this metric helps to identify potential
pattern misalignment which could cause issues in metrology:

(2:ux:uy + Cl)(zoxy + CZ)
(M3 + 5 +c1)(ox + o5 +¢2)

SSIM(X, Y) = (12)

2.3.3 Pattern sharpness

Pattern sharpness (PS) is a measure to evaluate quality of the pattern edges. Figure 6 shows how
this measure is calculated. It is calculated based on the gray-level profile extracted at pattern
edge, and the value is in unit of nm. Smaller value means faster rise time in an edge slope, hence
sharper edges. The x-axis is pixel location and y-axis is the gray level values. The calculated
measure converts to a score in nm unit by multiplying the pixel size, which is 1 nm in this case.
We picked this metric since we want the restoration framework to deblur or sharpen the image,
especially at the pattern edges.

Since we have 10 runs for each die and each run has our frames, we average these 40 images
and use it as reference image when calculating SSIM and PSNR.

2.4 Model Architecture

As computer vision tasks become more challenging over the years, the complexity of neural
network architecture has increased drastically to model complex functions. The search space
dimension for optimal hyperparameters and training parameters is so high that optimizing
in a trial-and-error approach becomes infeasible. Neural architecture search has become a
heated research area aiming to provide an automatic way to select optimized architecture.”’

Profile
sharpness
250 max  Measure
230 | 7
210 :‘_,l :/\¢/‘\’\
190 75% line !
170 ! !
S 1 1
21150 1 1
© I 1
130 25% line |
110 1
1
70 X' 5(
50 min 0.25 720.75
0 2 4 6 8 10 12 14 16 18

Pixel

Fig. 6 Sharpness based on 25% and 75% levels between maximum and minimum values on
the gray level profile.
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Table 4 Neural network architecture under evaluation.

Filter number (ny, no, n3, N4, ns) (8, 8, 16, 32, 32)

Filter number ratio « 0.5

Table 5 1Q metrics before and after restoration.

Original 1-frame Restored 1-frame Four-frame avg.
PSNR 1 11.88 13.84 12.66
SSIM 1 0.099 0.245 0.260
Sharpness (nm) | 3.59 2.43 2.51

This approach usually resorts to cross validation performance to guide automatic selection of
architecture.

However, due to the lack of ground truth image and self-supervised nature of this method-
ology, using cross validation to optimize model architecture is infeasible.

Alternatively, since we want to restore the IQ as much as possible while keeping the intrinsic
geometrical patterns undistorted, we use the IQ metrics introduced in previous sections to guide
architecture selection. The neural network architecture under evaluation is in Table 4. To better
balance underfitting/overfitting and maximize the application scenario for different pattern
complexity, we picked a network of intermediate complexity. Table 5 shows how all IQ metrics
improve significantly after restoration and reach comparable values as the four frames averaged
image, suggesting successful restoration. The up-arrow means the higher the value, the better the
1Q, and vice versa.

2.5 Model Regularization and Convergence

In this section, we discuss how regularization affects convergence. We use AEI pattern for resto-
ration, we fixed training parameters with input noise standard deviation of 0.01, a fixed learning
rate of 0.002, and total 120 iterations. ADAM optimizer was used for all learning processes.
It has been discussed previously that we can add prior on image or kernel as a form of
regularization so the inverse optimization does not easily converge to trivial or random solutions.
We explore how regularization strength on image and kernel TV gradient affects the convergence
behaviors. We experiment with different regularization coefficient combinations to better under-
stand how the strength of each regularization term affects convergence as well as learned kernel
and restored image.

Figure 7 shows the loss function versus iterations for several selected regularization coef-
ficient combinations to illustrate their effects on learned kernels, and the loss is plotted in log
scale for better visualization. We use zero regularization (blue curve) as baseline condition and
study the effects of regularization coefficients by varying them individually. The kernel snapshots
are at iteration 20, 60, and 120, respectively. When 4, increases from 1 to 100 (orange to green),
kernel becomes sparser and shows pixelation characteristics. This is due to the typical sparsity
inducing effect of TV regularization. Nevertheless, over-regularization leads to failure of kernel
convergence. When 4, = 1, we can observe the kernel becoming less noisy and sparse as iter-
ation increases while still being able to converge to underlying blurring kernel characteristics.
Note the kernel size is 21 X 21 and is artificially enlarged for better visualization. This experi-
ment confirms the divergent nature of this inverse problem and the importance of choosing the
appropriate regularization strength.

We further examine if IQ metrics could be used as a proxy for the quality of restored latent
images. Figure 8 shows SSIM and PSNR under different image regularization strengths. When
A, = 20 (over-regularized), the model converges to a trivial solution containing no pattern, this is
because the over regularization strongly prefers image with little features such as edge and
corner. This correlates well with low IQ metrics. Comparatively for 4, = 0.1 (appropriately
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Learning curves under various regularization coefficients
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Fig. 7 Loss function versus iterations under different regularization strength combinations.

Image quality metrics versus iterations
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Fig. 8 SSIM and PSNR with iterations under different regularization strength combinations.

regularized), the model successfully restores low noise and sharp latent image with high struc-
tural similarity with reference image which correlates well with high IQ metrics. Hence, appro-
priate regularization strength is crucial to the successful restoration and IQ metrics, such as PSNR
and SSIM, could be used to evaluate convergence and determine stopping criteria from an IQ
perspective when proper cross-validation technique is not feasible.

3 Results and Analysis

This section analyzes line edge roughness (LER) and critical dimension (CD), which provides us
insights as to how image restoration affects metrology results.

It has been established that CD histogram of the image after restoration shows a much
smaller standard deviation and suppressed outliers compared to that of low-dosage image, and
this was demonstrated in a previous conference paper.”® This is because poor IQ leads to
inaccurate CD measurements with higher standard deviation (1.676 nm) and is reduced after
restoration (1.057 nm). The restoration also biases the mean CD value by only a small amount
(47.08 nm before versus 46.78 nm after). These are metrology results of AEI patterns from
Fig. 9.

We conduct LER characterization for left EPE and right EPE using power spectral density
(PSD) estimation to further confirm our observations. We place measurement gauges along the
direction of the line patterns with a 2 nm interval for both left and right edges, respectively,
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Fig. 9 Unbiased LERs for left and right EPEs before and after image restoration.

to obtain the EPEs, then we average the left and right LERSs for all line patterns from all images to
get a better estimation. The PSD formula is shown as Eq. (13). f is the spatial frequency,
Ad =2 nm, x, = xy + (nAd) is signals sampled at discrete positions for a total measurement
of N samples, we study Re(PSD(f)) since we care about spectral amplitude. Note that the actual
PSD is achieved when N approaches infinity and the expected value can be obtained accurately.
In real world cases, the number of real measurement samples is finite hence averaging PSD over
many trials is necessary to more accurately estimate the underlying physical process:**°

. (Ad)?
PSDUf) = lim 5N T 1)ad

N 2

xne—iannAd (13)
-N

n—=

Due to the stochastic nature of LER measurement, we break the variance into three parts as
in Eq. (14).>" 6,,uinsic Tefers to the stochasticity of LER profiles caused by process variation,
Ometrology 15 the measurement uncertainty introduced by metrology algorithm and in our case
influenced by 1Q, 6.qinsic refers to extrinsic noise contributions from factors such as SEM shot
noise, SEM tool stage movement, and beam profile. Unbiasing could be used to remove high
frequency extrinsic noise and the results are shown in Fig. 9.>! By comparing the unbiased PSD
spectrums in Fig. 9, we can see the middle frequency range was drastically attenuated after
restoration. This is due to the reduction of metrology noise due to the improvement of IQ.
This is in accordance with the observation that CD standard deviation reduces after restoration:

Opsd = Ointrinsic + Ometrology + Oextrinsic (14)

Hence, this image restoration method can be used to reduce metrology noise by improving
1Q without introducing mean shift and expose intrinsic pattern edge stochasticity. This might be
able to provide valuable process information if the underlying process of the patterns is known.
The relationship between process and corresponding PSD characteristics is complicated and
beyond the scope of this paper and not discussed here.

4 Conclusion

Effective restoration of low-quality SEM images is critical in future high-performance metrology
applications as the user pushes for higher throughput and faster turn-around time. This paper
introduced a new methodology based on a self-supervised, generative, neural network model.
A huge advantage of this approach is that it does not require high-fidelity “ground truth” image
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for training, making it especially desirable for low-dosage metrology applications since such
ground truth data are usually unavailable. Detailed description of model architecture and regu-
larization was provided. It has been shown by applying the proposed framework IQ can be
improved greatly while preserving intrinsic pattern geometry. CD precision, mean CD, and over-
all distribution confirm the effectiveness in metrology applications. Extension to 2D patterns is
also promising, the image is transformed from a state of non-measurable to one that enables
reliable metrology results.?® PSD based LER analysis suggests that the restoration method could
reduce metrology noise by improving IQ hence exposes intrinsic process-induced line edge pro-
file stochasticity, which is of great value since process stochasticity becomes more prominent as
the device feature keeps shrinking in size. We think more use cases of this restoration framework
are yet to be discovered.

Code, Data, and Material Availability

The data utilized in this study were obtained from wafers manufactured by our customer, and they
do not allow sharing their images freely. The source code that supports the finding of this article is
not publicly available because the work is patented and is considered an internal IP for ASML.
Nevertheless, to foster collaboration and research, the code could be requested by contacting
the author at zijian.du@asml.com
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